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Abstract

We propose a new monotonizing method to obtain distribution function (CDF) estimators of potential outcomes among the group of compliers in an endogenous treatment effect model. The CDF estimators are monotonically increasing and bounded between zero and one, and corresponding quantile function estimators are obtained by applying the inverse map to the CDF estimators. We show that both these estimators converge weakly to zero mean Gaussian processes. A simulation method is proposed to approximate the limiting processes for uniform inference. A simulation study and an application addressing the effect of fertility on family income illustrate the usefulness of the results.
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1 Introduction

Estimating the causal effect of a policy or a binary treatment has drawn a lot of attention in the last two decades, especially when the treatment is endogenous. Pioneered by Imbens and Angrist (1994), a nonparametric instrumental variable (IV) treatment effect model is now routinely used to evaluate the local average treatment effect (LATE), i.e., the average treatment effect among the group of compliers (to be defined later). The original framework of Imbens and Angrist (1994) has been generalized by Abadie (2003), Frölich (2007), Hong and Nekipelov (2010), and Donald, Hsu and Lieli (2014a, DHL hereafter) to incorporate covariates in the model. In addition to the LATE, Frölich and Lechner (2010), Hong and Nekipelov (2010), and DHL also propose to examine the local average treatment effect for the treated (LATT). Frölich and Melly (2013) go beyond the means and explore the local quantile treatment effects (LQTE) that measures the difference between certain quantiles of potential outcomes among the complier group.

In this paper, we are interested in the distributions of potential outcomes among the group of compliers and their corresponding quantile functions. We propose a two-step estimation procedure for the CDFs. In the first step, we use the inverse probability weighted (IPW) estimators similar to DHL. However, the resulting estimators are not necessarily monotonically increasing nor bounded between 0 and 1 since some of the weights could be strictly negative. In the second step, we monotonize and rescale the preliminaries to obtain legitimate CDF estimators. We then apply the inverse mapping to the distribution functions to obtain the quantile processes. Both CDF and quantile function estimators are shown to converge weakly to Gaussian processes at the parametric rate. Next, we propose a simulation method to approximate the limiting processes that takes the estimation errors into account. These results are useful for conducting inference that involves the whole distribution functions or a continuum of quantile indices. Our results on quantile function estimators generalize the pointwise results of Frölich and Melly (2013). Moreover, we propose estimators for the CDFs and quantile functions of potential outcomes among the treated compliers, and discuss the simulation method for conducting inference as well. Our results regarding the group of treated compliers allow us to introduce the local quantile treatment effect for the treated (LQTT), which is not considered in Frölich and Melly (2013).
We illustrate the usefulness of the theoretical results by a Monte Carlo simulation and an empirical application. In the simulation study, the finite sample performance of the estimators is examined by various global measures, including one-sided and two-sided uniform coverage rates obtained from the simulation method. The empirical coverage rates are shown to be close to the nominal ones with relatively small samples. In the empirical study, we employ U.S. census data to investigate the effect of fertility on family income using twin births as an instrument. Our findings suggest that the presence of more than one child does not cause any change in family income in the 1990s and it only affects family income significantly above the 85th quantile in 2000. If we focus on the positive effects instead, the result from one-sided confidence band indicates that the positive effects only exist above the 83rd quantile. Nevertheless, we cannot find any evidence supporting that either the LQTE or LQTT is heterogeneous over the entire range of quantiles considered. This is in sharp contrast to the findings of Fröhlich and Melly (2013) that are based on the pointwise asymptotics.

This paper is related to numerous studies in the treatment effects literature. While here we use an IV framework, most of the literature considers the case in which the treatment assignment is unconfounded. The unconfoundedness assumption introduced by Rosenbaum and Rubin (1983) requires that treatment assignment is independent of the potential outcomes conditional on observable covariates. It allows us to identify the treatment effects of the whole population. Under this assumption, Rosenbaum and Rubin (1983, 1985), Heckman, Ichimura, and Todd (1997, 1998), Heckman, Ichimura, Smith and Todd (1998), Hahn (1998), Hirano, Imbens, and Ridder (2003, HIR hereafter) consider the average treatment effect (ATE) and the average treatment effect for the treated (ATT). Firpo (2007) examines the quantile treatment effects (QTE) and the quantile treatment effects for the treated (QTT), and Firpo and Pinto (2015) propose the inequality treatment effects and the inequality treatment effects for the treated. Donald and Hsu (2014, DH hereafter) propose to estimate the CDFs of potential outcomes and the corresponding quantile functions, and apply the simulation method to approximate limiting processes similar to ours. Their results can be used to construct tests for stochastic dominance relationship between the potential outcome distributions. Although our methods are similar to DH’s, new techniques are needed because the monotonizing mapping considered here is not Hadamard differentiable, and as a consequence, the functional delta method can not be applied. The monotonizing method we propose is an alternative to Cher-
nozhukov, Fernández-Val and Galichon’s (2009, 2010) rearrangement approaches, but as we will argue later, our method is easier to implement.

The remainder of the paper is organized as follows. In Section 2, we discuss the IV treatment effect model as well as the identification and estimation of the CDF and quantile function estimators. Section 3 presents the regularity conditions and asymptotic properties. We introduce the simulation method in Section 4 and extend our results to the group of treated compliers in Section 5. The Monte Carlo simulation and empirical application can be found respectively in Section 6 and 7. Finally, Section 8 concludes. All proofs are contained in the Appendix.

2 Identification and Estimation

2.1 Model framework

We consider the following IV framework augmented with covariates which is now standard in the treatment effects literature. For each population unit (individual), one can observe the value of a binary instrument \( Z \in \{0, 1\} \) and a vector of covariates \( X \in \mathbb{R}^r \). For \( Z = z \), the random variable \( D(z) \in \{0, 1\} \) specifies individual’s potential treatment status with \( D(z) = 1 \) corresponding to treatment and \( D(z) = 0 \) to no treatment. The actually observed treatment status is then given by \( D \equiv D(Z) = D(1)Z + D(0)(1 - Z) \). Similarly, the random variable \( Y(d) \) denotes the potential outcomes in the population that would obtain if one were to set \( D = d \) exogenously. The observed outcome is \( Y \equiv Y(D) = Y(1)D + Y(0)(1 - D) \). Let \( W = \{Y, D, Z, X\} \) and \( \{W_i\}_{i=1}^n \) denote a random sample of observations on \( W \).

The following assumptions, taken from Abadie (2003) or Frölich (2007) with some modifications, describe the relationships between variables defined above and justify \( Z \) being referred to as an instrument:\(^1\)

**Assumption 2.1** Suppose that

(i) *(Independence of the instrument):* \( (Y(0), Y(1), D(0), D(1)) \perp Z|X \).

(ii) *(First stage):* \( P(D(1) = 1) > P(D(0) = 1) \) and \( 0 < P(Z = 1|X) < 1 \).

\(^1\)In the standard framework, one would define \( Y(z, d) \) as the potential outcomes in the population that would obtain if one were to set \( Z = z \) and \( D = d \) exogenously and impose the exclusion of the instrumental assumption: \( P(Y(1, d) = Y(0, d)) = 1 \) for \( d \in \{0, 1\} \). Then it is equivalent to our approach where we define \( Y(d) \) directly.
(iii) (Monotonicity): $P(D(1) \geq D(0)) = 1$.

Assumption 2.1(i) is the conditional independence assumption in the sense that $Z$ is “as good as randomly assigned” once we condition on $X$. Assumption 2.1(ii) guarantees that $Z$ and $D$ are correlated and it also implies that the group of compliers defined below is of strictly positive measure. In addition, Assumption 2.1(ii) indicates that the distributions $X|Z = 0$ and $X|Z = 1$ have common support. The monotonicity of $D(z)$ in $z$, required in the last part, rules out the existence of defiers $[D(0) = 1, D(1) = 0]$ and allows for other three different types of population units with non-zero mass: compliers $[D(0) = 0, D(1) = 1]$, always-takers $[D(0) = 1, D(1) = 1]$ and never-takers $[D(0) = 0, D(1) = 0]$.

2.2 Identification of Distribution Functions

In the IV framework, we can only identified the treatment effect among the group of compliers without further assumptions. Therefore, the objects of our interest are the distribution functions and quantile functions of $Y(0)$ and $Y(1)$ among the group of compliers. We first discuss the identification and estimation of the distribution functions.

For $y \in \mathbb{R}$, let $F_{Y|C}(y) = E[1(Y(0) \leq y)|C]$ and $F_{Y|C}(y) = E[1(Y(1) \leq y)|C]$ denote the CDFs of $Y(0)$ and $Y(1)$ among the group of compliers, where $C$ denotes the group of compliers and $1(\cdot)$ is the indicator function. Let $q(x) = P(Z = 1|X = x)$ be the instrument propensity score which denotes the probability of $Z = 1$ given $X = x$. The following lemma summarizing the identification results of $F_{Y|C}$ and $F_{Y|C}$ is from Theorem 3.1 of Abadie (2003). We present it here for the completeness of the paper.

**Lemma 2.1** (Identification of $F_{Y|C}$ and $F_{Y|C}$): Under Assumption 2.1, $F_{Y|C}$ and $F_{Y|C}$ are

---

As in DHL, we called $q(x)$ as the instrument propensity score to distinguish from the conventional use of the term propensity score (the conditional probability of being treated).
identified by

$$F_{Y \mid Z}(y) = \frac{1}{\Gamma_0} \sum_{i=1}^{n} \frac{Z_i(D_i - 1) \cdot 1(Y_i \leq y)}{\hat{q}(X_i)} - \frac{(1 - Z_i)(D_i - 1) \cdot 1(Y_i \leq y)}{1 - \hat{q}(X_i)},$$

$$F_{Y \mid Z}(y) = \frac{1}{\Gamma_1} \sum_{i=1}^{n} \frac{Z_iD_i \cdot 1(Y_i \leq y)}{q(X_i)} - \frac{(1 - Z_i)D_i \cdot 1(Y_i \leq y)}{1 - q(X_i)},$$

$$\Gamma_0 = E \left[ \frac{Z_i(D_i - 1)}{q(X)} - \frac{Z_i(1 - D_i)}{1 - q(X)} \right],$$

$$\Gamma_1 = E \left[ \frac{Z_iD_i}{q(X)} - \frac{(1 - Z_i)D_i}{1 - q(X)} \right],$$

and $\Gamma_0 = \Gamma_1 = E[D(1) - D(0)] > 0$.

If we treat $Z$ as the treatment indicator and $D \cdot 1(Y \leq y)$ as the outcome variable, then $F_{Y \mid Z}$ is identified by the ratio of the ATE of $Z$ on $D \cdot 1(Y \leq y)$ over the ATE of $Z$ on $D$. Similarly, $F_{Y \mid Z}$ is identified by the ratio of the ATE of $Z$ on $(D - 1) \cdot 1(Y \leq y)$ over the ATE of $Z$ on $D - 1$. Furthermore, define

$$\kappa_0 = \frac{1}{\Gamma_0} \left[ \frac{Z_i(D_i - 1)}{q(X)} - \frac{Z_i(1 - D_i)}{1 - q(X)} \right],$$

$$\kappa_1 = \frac{1}{\Gamma_1} \left[ \frac{Z_iD_i}{q(X)} - \frac{(1 - Z_i)D_i}{1 - q(X)} \right],$$

and we have $E[\kappa_0] = E[\kappa_1] = 1$. Then we can see that $F_{Y \mid Z}(y)$ and $F_{Y \mid Z}(y)$ are weighted averages of $1(Y \leq y)$ with respectively weights $\kappa_0$ and $\kappa_1$, i.e., $F_{Y \mid Z}(y) = E[\kappa_0 \cdot 1(Y \leq y)]$ and $F_{Y \mid Z}(y) = E[\kappa_1 \cdot 1(Y \leq y)]$. However, in some cases the weights $\kappa_0$ and $\kappa_1$ can be strictly negative, e.g., $\kappa_0 < 0$ if $D = 0$ and $Z = 1$, and $\kappa_1 < 0$ if $D = 1$ and $Z = 0$.

### 2.3 Estimation of $F_{Y \mid Z}$ and $F_{Y \mid Z}$

Based on (2.1), the IPW estimators for $F_{Y \mid Z}$, $F_{Y \mid Z}$, $\Gamma_0$ and $\Gamma_1$ are

$$\tilde{F}_{Y \mid Z}(y) = \frac{1}{\Gamma_0} \sum_{i=1}^{n} \frac{Z_i(D_i - 1) \cdot 1(Y_i \leq y)}{\hat{q}(X_i)} - \frac{(1 - Z_i)(D_i - 1) \cdot 1(Y_i \leq y)}{1 - \hat{q}(X_i)},$$

$$\tilde{F}_{Y \mid Z}(y) = \frac{1}{\Gamma_1} \sum_{i=1}^{n} \frac{Z_iD_i \cdot 1(Y_i \leq y)}{q(X_i)} - \frac{(1 - Z_i)D_i \cdot 1(Y_i \leq y)}{1 - q(X_i)},$$

$$\hat{\Gamma}_0 = \frac{1}{n} \sum_{i=1}^{n} \frac{Z_i(D_i - 1)}{\hat{q}(X_i)} - \frac{(1 - Z_i)(D_i - 1)}{1 - \hat{q}(X_i)},$$

$$\hat{\Gamma}_1 = \frac{1}{n} \sum_{i=1}^{n} \frac{Z_iD_i}{\hat{q}(X_i)} - \frac{(1 - Z_i)D_i}{1 - \hat{q}(X_i)}.$$
where \( \hat{q}(x) \) is a nonparametric estimator for \( q(x) \). As in HIR, we use the series logit estimator (SLE) to estimate \( q(x) \) based on the power series. Let \( \lambda = (\lambda_1, \ldots, \lambda_r)' \in \mathbb{Z}_+^r \) be a \( r \)-dimensional vector of non-negative integers and define the norm for \( \lambda \) as \(|\lambda| = \sum_{j=1}^r \lambda_j \). Let \( \{\lambda(k)\}_{k=1}^\infty \) be a sequence including all distinct \( \lambda \in \mathbb{Z}_+^r \) such that \(|\lambda(k)| |\lambda(k)\) is non-decreasing in \( k \) and let \( x^\lambda = \prod_{j=1}^r x_j^{\lambda_j} \). For any integer \( K \), define \( R^K(x) = (x^{\lambda(1)}, \ldots, x^{\lambda(K)})' \) as a vector of power functions. Let \( \mathcal{L}(a) = \exp(a)/(1+\exp(a)) \) be the logistic CDF. The SLE for \( q(x) \) is defined as \( \hat{q}(x) = \mathcal{L}(R^K(x)'\hat{\pi}_K) \) where

\[
\hat{\pi}_K = \arg\max_{\pi_k} \frac{1}{n} \sum_{i=1}^n \left( Z_i \cdot \ln \mathcal{L}(R^K(X_i)'\pi_K) + (1 - Z_i) \cdot \ln (1 - \mathcal{L}(R^K(X_i)'\pi_K)) \right).
\]

The asymptotic properties of \( \hat{q}(x) \) are discussed in Appendix A of HIR.

One can use other nonparametric estimators for \( q(x) \) such as the local polynomial estimator as in Ichimura and Linton (2005) and Donald, Hsu and Lieli (2014b), or the higher order kernel estimator as in Abrevaya, Hsu and Lieli (2014). However, a drawback of using these estimators is that the estimated instrument propensity score is not necessarily bounded away from 0 and 1 in finite sample, and proper trimming is required. In contrast, SLE by construction avoids this problem and therefore the trimming is not necessary.\(^3\) One can also use the imputation estimators for \( \tilde{F}_{Y \mid C}(y) \) and \( \tilde{F}_{Y \mid 1 \mid C}(y) \), e.g., Frölich (2007), and Hong and Nekipelov (2010).

Under suitable regularity assumptions, we expect that all the results discussed below still hold for the imputation estimators.

As shown below, the estimators \( \tilde{F}_{Y \mid 0 \mid C}(y) \) and \( \tilde{F}_{Y \mid 1 \mid C}(y) \) will converge weakly to a two-dimensional mean zero Gaussian process at the parametric rate. However, \( \tilde{F}_{Y \mid 0 \mid C}(y) \) and \( \tilde{F}_{Y \mid 1 \mid C}(y) \) are not guaranteed to be monotonically increasing nor bounded in the unit interval. To see this, let

\[
\hat{\kappa}_{0,i} = \frac{1}{\Gamma_0} \left[ \frac{Z_i(D_i - 1)}{\hat{q}(X_i)} - \frac{(1 - Z_i)(D_i - 1)}{1 - \hat{q}(X_i)} \right], \quad \hat{\kappa}_{1,i} = \frac{1}{\Gamma_1} \left[ \frac{Z_i D_i}{\hat{q}(X_i)} - \frac{(1 - Z_i)D_i}{1 - \hat{q}(X_i)} \right], \tag{2.4}
\]

be the estimated weights of \( \kappa_{0,i} \) and \( \kappa_{1,i} \). It is obvious that \( n^{-1}\sum_{i=1}^n \hat{\kappa}_{0,i} = n^{-1}\sum_{i=1}^n \hat{\kappa}_{1,i} = 1 \). Hence, the estimators can be represented as the weighted averages of \( 1(Y_i \leq y) \), i.e., \( \tilde{F}_{Y \mid 0 \mid C}(y) = n^{-1}\sum_{i=1}^n \hat{\kappa}_{0,i}1(Y_i \leq y) \) and \( \tilde{F}_{Y \mid 1 \mid C}(y) = n^{-1}\sum_{i=1}^n \hat{\kappa}_{1,i}1(Y_i \leq y) \). Since \( \hat{\kappa}_{0,i} < 0 \) if \( D_i = 0 \)

\(^3\)SLE with trimming can nevertheless improve estimation results. See DHL for more details.
and $Z_i = 1$, and $\kappa_{1,i} < 0$ if $D_i = 1$ and $Z_i = 0$, $\tilde{F}_{Y \mid \mathcal{C}}(y)$ and $\tilde{F}_{Y \mid \mathcal{C}}(y)$ are not necessarily monotonically increasing, nor are they bounded between 0 and 1.\footnote{The sign of $\kappa_{0,i}$ also depends on the sign of $\tilde{\Gamma}_0$, which converges in probability to $\Gamma_0 > 0$. For simplicity we assume that $\tilde{\Gamma}_0$ is strictly positive. Similarly, we assume that $\tilde{\Gamma}_1 > 0$.} This is not a desirable property of CDF estimators. To fix this, we propose a method to restore the monotonicity without changing first-order asymptotics of our estimators. Define $\phi_1$, $\phi_2$ and $\phi$ be functionals such that for any $f$ with $\sup_{a \leq y} f(a) > 0$,
\begin{align}
\phi_1(f)(y) &= \sup_{a \leq y} f(a), \quad \phi_2(f)(y) = \frac{f(y)}{\sup_{a \leq y} f(a)}, \quad \phi = \phi_2 \circ \phi_1. \tag{2.5}
\end{align}
Next, define that
\begin{align}
\tilde{F}_{Y \mid \mathcal{C}}(y) &= \phi(\tilde{F}_{Y \mid \mathcal{C}})(y), \quad \tilde{F}_{Y \mid \mathcal{C}}(y) &= \phi(\tilde{F}_{Y \mid \mathcal{C}})(y). \tag{2.6}
\end{align}
It is easy to see that $\tilde{F}_{Y \mid \mathcal{C}}(y)$ and $\tilde{F}_{Y \mid \mathcal{C}}(y)$ are bounded by 0 and 1, and non-decreasing in $y$.

An advantage of the proposed monotonizing method is that $\tilde{F}_{Y \mid \mathcal{C}}(y)$ and $\tilde{F}_{Y \mid \mathcal{C}}(y)$ are step functions with jumps at $Y_i$’s. Therefore, estimators in (2.6) can be easily implemented by the following procedure:

1. WLOG assume $Y$ is bounded by 0 and $\bar{y}$, and there are no ties between $Y_i$’s.

2. Let $Y_{(0)} = 0$ and $Y_{(n+1)} = \bar{y}$. For $i = 1, \ldots, n$, let $Y_{(i)}$ denote the $i$-th smallest element among the $Y_i$’s so that $0 = Y_{(0)} < Y_{(1)} < \cdots < Y_{(n)} < Y_{(n+1)} = \bar{y}$.

3. Let $\hat{B}_0 = \sup_{y \in Y} \tilde{F}_{Y \mid \mathcal{C}}(y)$ and $\hat{B}_1 = \sup_{y \in Y} \tilde{F}_{Y \mid \mathcal{C}}(y)$. Note that $\hat{B}_0 \geq 1$ and $\hat{B}_1 \geq 1$ because $\tilde{F}_{Y \mid \mathcal{C}}(\bar{y}) = \tilde{F}_{Y \mid \mathcal{C}}(\bar{y}) = 1$.

4. Define $\tilde{F}_{Y \mid \mathcal{C}}(y)$ by induction. Let $\tilde{F}_{Y \mid \mathcal{C}}(0) = 0$ for $Y_{(0)} \leq y < Y_{(1)}$ and $\tilde{F}_{Y \mid \mathcal{C}}(\bar{y}) = 1$. Suppose $\tilde{F}_{Y \mid \mathcal{C}}(y)$ is already defined for $Y_{(0)} \leq y < Y_{(i)}$, we then define $\tilde{F}_{Y \mid \mathcal{C}}(y)$ for $Y_{(i)} \leq y < Y_{(i+1)}$ as
\begin{align}
\tilde{F}_{Y \mid \mathcal{C}}(y) &= \tilde{F}_{Y \mid \mathcal{C}}(Y_{(i-1)}) \cdot 1 \left( \frac{\tilde{F}_{Y \mid \mathcal{C}}(Y_{(i)})}{\hat{B}_0} \leq \tilde{F}_{Y \mid \mathcal{C}}(Y_{(i-1)}) \right) \\
&\quad + \tilde{F}_{Y \mid \mathcal{C}}(Y_{(i)}) \cdot 1 \left( \frac{\tilde{F}_{Y \mid \mathcal{C}}(Y_{(i)})}{\hat{B}_0} > \tilde{F}_{Y \mid \mathcal{C}}(Y_{(i-1)}) \right) .
\end{align}

5. $\tilde{F}_{Y \mid \mathcal{C}}(y)$ can be constructed similarly.

\footnote{Since $\phi_2 \circ \phi_1(f)$ and $\phi_1 \circ \phi_2(f)$ are identical for any $f$ with $\sup_{a \in Y} f(a) > 0$, it does not matter whether we define $\phi = \phi_2 \circ \phi_1$ or $\phi = \phi_1 \circ \phi_2$.}
2.4 Estimation of Quantile Functions

The quantile function \( Q(t) \) of the corresponding distribution function \( F(z) \) is defined as

\[
Q(t) = \inf \{ z : F(z) \geq t \}
\]

for \( t \in [0, 1] \). If \( F(z) \) is strictly increasing, we have \( Q(F(z)) = z \) and the quantile function is denoted by \( Q(t) = F^{-1}(t) \). The quantile functions of \( Y(0) \) and \( Y(1) \) among the compliers are

\[
Q_{Y_0|C}(t) = \inf \{ y : F_{Y_0|C}(y) \geq t \}, \quad Q_{Y_1|C}(t) = \inf \{ z : F_{Y_1|C}(y) \geq t \},
\]

for \( t \in [0, 1] \), which can be estimated by

\[
\hat{Q}_{Y_0|C}(t) = \inf \{ y : \hat{F}_{Y_0|C}(y) \geq t \}, \quad \hat{Q}_{Y_1|C}(t) = \inf \{ y : \hat{F}_{Y_1|C}(y) \geq t \}.
\]

3 Asymptotic Properties

3.1 Assumptions

In addition to Assumption 2.1, we make the following assumptions similar to those in HIR.

**Assumption 3.1** (Distributions of \( Y(0) \) and \( Y(1) \) for the Compliers):

(i) Conditional on the group of compliers, \( Y(0) \) and \( Y(1) \) have convex and compact supports \([y_{0\ell}, y_{0u}]\) and \([y_{1\ell}, y_{1u}]\). Let \( \mathcal{Y} = [\min\{y_{0\ell}, y_{1\ell}\}, \max\{y_{0u}, y_{1u}\}] \) and WLOG assume that \( \mathcal{Y} = [0, \bar{y}] \) with \( \bar{y} < \infty \).

(ii) \( F_{Y_0|C}(y) \) and \( F_{Y_1|C}(y) \) are continuous on \( \mathcal{Y} \) with \( F_{Y_0|C}(0) = F_{Y_1|C}(0) = 0 \).

**Assumption 3.2** (Distribution of \( X \)):

(i) The support of the \( r \)-dimensional covariate \( X \) is a Cartesian product of compact intervals, \( \mathcal{X} = \prod_{j=1}^{r} [x_{\ell j}, x_{uj}] \).

(ii) The density of \( X \) is bounded away from 0 on \( \mathcal{X} \).
We define the following conditional moments: 
\( m_0^d(y, x) = E[(1 - D) \cdot 1(Y \leq y) | Z = z, X = x] \), 
\( m_1^d(y, x) = E[D \cdot 1(Y \leq y) | Z = z, X = x] \), and 
\( m_2^d(y, x) = E[D | X = x, Z = z] \) for \( z \in \{0, 1\} \).

Note that \( m_2^d(y, x) \) are monotonically increasing in \( y \) for all \( x \in X \) for \( d, z \in \{0, 1\} \) and under Assumption 2.1(i), we have \( \mu_z(x) = E[D(z) | X = x] \).

---

**Assumption 3.3 (Conditional moments):**

(i) For any \( x \in X \), \( m_0^d(y, x) \) is continuous in \( y \in Y \) for \( d, z \in \{0, 1\} \).

(ii) \( \mu_0(x) \) and \( \mu_1(x) \) are continuously differentiable in \( x \in X \).

(iii) For any \( y \in Y \), \( m_0^d(y, x) \) is continuously differentiable in \( x \in X \) for \( d, z \in \{0, 1\} \).

(iv) For some constant \( 0 < C < \infty \), 
\[ |m_0^d(y_1, x) - m_0^d(y_2, x)| \leq C \cdot |F_{Y^d | C}(y_1) - F_{Y^d | C}(y_2)| \]
for all \( y_1, y_2 \in Y \), for \( d, z \in \{0, 1\} \) and for all \( x \in X \).

---

**Assumption 3.4 (Instrument Propensity Score):**

(i) \( q(x) \) is continuously differentiable of order \( s \geq 7r \) for all \( x \in X \).

(ii) \( q(x) \) is bounded away from 0 and 1, i.e., \( 0 < q \leq q(x) \leq \overline{q} < 1 \) on \( X \).

---

**Assumption 3.5 (SLE Estimator):** The SLE of \( q(x) \) uses a power series with \( K = a \cdot n^\nu \) for some \( \nu \) satisfying \( r/4(s - r) < \nu < 1/9 \) and some \( a > 0 \).

---

Some remarks are made on the assumptions:

1. Assumption 3.1 requires that conditional on the group of compliers, \( Y(0) \) and \( Y(1) \) have compact supports with the probabilities of \( Y(0) \) and \( Y(1) \) at \( y = 0 \) being equal to 0. For the CDF estimators, it can be weaken to cases that \( F_{Y^0 | C} \) and \( F_{Y^1 | C} \) have support on the whole real line or \( F_{Y^d | C}(0) > 0 \) for \( d \in \{0, 1\} \). However, to estimate the whole quantile functions at the parametric rate, it is necessary that the corresponding density functions of \( F_{Y^0 | C} \) and \( F_{Y^1 | C} \) are bounded away from 0 on their support, which automatically

---

\(^6\)Note that we define \( m_0^0(y, x) = E[(1 - D) \cdot 1(Y \leq y) | Z = z, X = x] \) instead of \( E[(D - 1) \cdot 1(Y \leq y) | Z = z, X = x] \) so that \( m_0^0(y, x) \geq 0 \) and is increasing in \( y \).
rules out the unbounded support case.\footnote{However, we can still estimate the quantile functions $Q_{\nu c}(t)$ and $Q_{\nu c}(t)$ for $t \in [\epsilon, 1 - \epsilon]$ for any $0 < \epsilon < 1/2$ at the parametric rate given that the density functions are bounded away from zero on $y \in [Q_{\nu c}(\epsilon), Q_{\nu c}(1 - \epsilon)]$ and $y \in [Q_{\nu c}(\epsilon), Q_{\nu c}(1 - \epsilon)]$, respectively.} Also, $F_{Y^0|C}(0) = F_{Y^1|C}(0) = 0$ are needed for estimating the whole quantile functions.

2. Assumption 3.2 requires that all of the covariates are continuous. However, at the expense of additional notation, we can deal with the case where $X$ has both continuous and discrete components. For example and for simplicity, let $X_1$ be a binary variable taking value on $\{0, 1\}$. Let the power series in the SLE be $R^K(x) = (1(x_1 = 0)\tilde{R}^K(x_{-1})', 1(x_1 = 1)\tilde{R}^K(x_{-1}))'$, where $\tilde{R}^K(x_{-1})$ is a vector of power functions in $x_{-1} \equiv (x_2, \ldots, x_r)$. Note that this method is equivalent to sample splitting and we can generalize this approach to deal with discrete covariates in the model. Please see Comments 6–8 in Section 3.2 of DHL for more details.

3. Assumption 3.3(iv) requires that $m^d(y, x)$ is uniformly continuous on $\mathcal{Y}$ w.r.t. the norm $d(y_1, y_2) = |F_{Y^d|C}(y_1) - F_{Y^d|C}(y_2)|$ for $d, z \in \{0, 1\}$. This is not restrictive in the following sense. For example, when $d = 0$ and if we define $\tilde{Y}_i = F_{Y^0|C}(Y_i)$ and $\tilde{Y}_i(0) = F_{Y^0|C}(Y_i(0))$. Then it is true that conditional on the group of compliers, $\tilde{Y}_i(0)$ will be a uniform distribution over $[0, 1]$, or equivalently, $P(\tilde{Y}_i(0) \leq a|\mathcal{C}) = E[1(\tilde{Y}_i(0) \leq a)|\mathcal{C}] = a$ for $a \in [0, 1]$. Let $\tilde{m}_0^0(a, x) = E[(1 - D) \cdot 1(\tilde{Y} \leq a)|Z = z, X = x]$, then Assumption 3.3(iv) is equivalent to assuming that $\tilde{m}_0^0(a, x)$ is uniformly continuous on $[0, 1]$ w.r.t. the Euclidean norm uniformly over $x \in \mathcal{X}$ for $z \in \{0, 1\}$. Similar argument applies to $d = 1$ case.

As we will show in the appendix, this condition (with other regularity conditions) implies that for $d \in \{0, 1\}$, $\sqrt{n}(\tilde{F}_{Y^d|C}(y) - F_{Y^d|C}(y))$ is stochastically equicontinuous w.r.t. the pseudo-metric $\nu_d(y_1, y_2) = |F_{Y^d|C}(y_1) - F_{Y^d|C}(y_2)|^{1/2}$. This result plays an important role in the proof where we show that $\tilde{F}_{Y^0|C}(y)$ and $\tilde{F}_{Y^1|C}(y)$ are asymptotically equivalent.

4. As in HIR, Assumption 3.4 ensures the existence of a $\nu$ satisfying the conditions in Assumption 3.5. Note that our theory holds for any choices of $a$ and $\nu$ such that $K = a \cdot n^\nu$ under the regulation of Assumption 3.5.

5. Also, as noted by Khan and Tamer (2010), the assumption that the instrument propensity
score is bounded away from zero and one plays an important role in determining the convergence rate of inverse probability weighted estimators.

3.2 Asymptotic Properties of $\hat{F}_{Y_0|\mathcal{C}}$ and $\hat{F}_{Y_1|\mathcal{C}}$

Define $\hat{F} = (\hat{F}_{Y_0|\mathcal{C}}, \hat{F}_{Y_1|\mathcal{C}})'$, $F = (F_{Y_0|\mathcal{C}}, F_{Y_1|\mathcal{C}})'$ and $\eta = (y_1, y_2)' \in \mathcal{Y} \times \mathcal{Y}$.

**Theorem 3.1** Suppose Assumptions 2.1 and 3.1–3.5 hold. Then

$$\sqrt{n}(\hat{F}(-) - F(-)) \Rightarrow \Psi(-),$$

where $\Rightarrow$ denotes weak convergence, $\Psi(-)$ is a two dimensional mean zero Gaussian process with covariance functions $\Omega(\eta_1, \eta_2) = E[\psi(W, \eta_1)\psi(W, \eta_2)']$ and $\psi(W, \eta) = (\psi_0(W, y_1), \psi_1(W, y_2))'$ with

$$\psi_0(W, y) = \frac{1}{\Gamma_0} \left\{ \frac{Z[(D - 1) \cdot 1(Y \leq y) + m_0^0(y, X) - F_{Y_0|\mathcal{C}}(y)(D - \mu_1(X))]}{q(X)} - \frac{(1 - Z)[(D - 1) \cdot 1(Y \leq y) + m_0^0(y, X) - F_{Y_0|\mathcal{C}}(y)(D - \mu_0(X))]}{1 - q(X)} - m_1^0(y, X) + m_0^0(y, X) - F_{Y_0|\mathcal{C}}(y)(\mu_1(X) - \mu_0(X)) \right\},$$

$$\psi_1(W, y) = \frac{1}{\Gamma_1} \left\{ \frac{Z[D \cdot 1(Y \leq y) - m_1^1(y, X) - F_{Y_1|\mathcal{C}}(y)(D - \mu_1(X))]}{q(X)} - \frac{(1 - Z)[D \cdot 1(Y \leq y) - m_1^0(y, X) - F_{Y_1|\mathcal{C}}(y)(D - \mu_0(X))]}{1 - q(X)} + m_1^1(y, X) - m_0^1(y, X) - F_{Y_1|\mathcal{C}}(y)(\mu_1(X) - \mu_0(X)) \right\},$$

and the convergence is in $\ell^\infty(\mathcal{Y}) \times \ell^\infty(\mathcal{Y}).$

To show Theorem 3.1, we first show that $\sqrt{n}(\hat{F}_{Y_0|\mathcal{C}}(y) - F_{Y_0|\mathcal{C}}(y))$ and $\sqrt{n}(\hat{F}_{Y_1|\mathcal{C}}(y) - F_{Y_1|\mathcal{C}}(y))$ are asymptotically equivalent to the following linear expressions respectively:

$$\sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\hat{F}_{Y_0|\mathcal{C}}(y) - F_{Y_0|\mathcal{C}}(y)) - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi_0(W_i, y) \right| = o_p(1),$$

$$\sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\hat{F}_{Y_1|\mathcal{C}}(y) - F_{Y_1|\mathcal{C}}(y)) - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi_1(W_i, y) \right| = o_p(1).$$

\footnote{The weak convergence is in the sense of Definition 1.3.3 of van der Vaart and Wellner (1996).}

\footnote{$\ell^\infty(\mathcal{Y})$ denotes the set of all uniformly bounded real functions on $\mathcal{Y}$.}
Next, we show that $\mathcal{K}_0 = \{\psi_0(W, y)| y \in \mathcal{Y}\}$ and $\mathcal{K}_1 = \{\psi_1(W, y)| y \in \mathcal{Y}\}$ are Donsker classes. Note that the Cartesian product of two Donsker classes of functions is still a Donsker class as in van der Vaart (2000). By Donsker’s theorem or functional central limit theorem, Theorem 3.1 holds for $\hat{\mathbf{F}} = (\tilde{F}_{Y|\mathcal{C}}, \tilde{F}_{Y^{1:1}|\mathcal{C}})'$ in place of $\hat{\mathbf{F}}$. However, since $\phi$ is not Hadamard differentiable, we cannot apply the functional delta method to $\phi(\tilde{F}_{Y|\mathcal{C}})$ and $\phi(\tilde{F}_{Y^{1:1}|\mathcal{C}})$ directly. To obtain the asymptotics of $\tilde{F}_{Y|\mathcal{C}}(y)$ and $\tilde{F}_{Y^{1:1}|\mathcal{C}}(y)$, we first prove that Theorem 3.1 holds for $\phi_1(\tilde{F}_{Y|\mathcal{C}})$ and $\phi_1(\tilde{F}_{Y^{1:1}|\mathcal{C}})$ in place of $\hat{\mathbf{F}}$ by applying Lemma 1.5.4 and Theorem 1.5.7 of van der Vaart and Wellner (1996). We then show that $\sqrt{n}(\hat{\mathcal{B}}_0 - 1) = o_p(1)$ and $\sqrt{n}(\hat{\mathcal{B}}_1 - 1) = o_p(1)$, meaning that $\phi_1(\tilde{F}_{Y|\mathcal{C}})$ and $\phi_1(\tilde{F}_{Y^{1:1}|\mathcal{C}})$ are first order equivalent to $\tilde{F}_{Y|\mathcal{C}}(y)$ and $\tilde{F}_{Y^{1:1}|\mathcal{C}}(y)$. These steps complete the proof for Theorem 3.1.

### 3.3 Asymptotic Properties of $\hat{Q}_{Y|\mathcal{C}}$ and $\hat{Q}_{Y^{1:1}|\mathcal{C}}$

We introduce additional conditions for the asymptotic properties of $\hat{Q}_{Y|\mathcal{C}}$ and $\hat{Q}_{Y^{1:1}|\mathcal{C}}$. Let $f_{Y|\mathcal{C}}$ and $f_{Y^{1:1}|\mathcal{C}}$ be the PDFs of $F_{Y|\mathcal{C}}$ and $F_{Y^{1:1}|\mathcal{C}}$.

**Assumption 3.6** (Densities of $Y(0)$ and $Y(1)$ for the Compliers):

(i) $f_{Y|\mathcal{C}}$ and $f_{Y^{1:1}|\mathcal{C}}$ are continuously differentiable of order 2.

(ii) There exists $\delta > 0$ such that $f_{Y|\mathcal{C}}(y) \geq \delta$ for $y \in [y_0, y_0]$ and $f_{Y^{1:1}|\mathcal{C}}(y) \geq \delta$ for all $y \in [y_1, y_1]$.

Assumption 3.6 implies that $F_{Y|\mathcal{C}}$ and $F_{Y^{1:1}|\mathcal{C}}$ are strictly increasing on $[y_0, y_0]$ and $[y_1, y_1]$ respectively. Therefore, the quantiles functions, $Q_{Y|\mathcal{C}}$ and $Q_{Y^{1:1}|\mathcal{C}}$, are well-defined on $[0, 1]$. Define $\hat{\mathbf{Q}} = (\tilde{Q}_{Y|\mathcal{C}}, \tilde{Q}_{Y^{1:1}|\mathcal{C}})'$, $\mathbf{Q} = (Q_{Y|\mathcal{C}}, Q_{Y^{1:1}|\mathcal{C}})'$ and $\tau = (t_1, t_2)' \in [0, 1] \times [0, 1]$.

**Theorem 3.2** Suppose Assumptions 2.1, 3.1–3.6 hold. Then

$$\sqrt{n}(\hat{\mathbf{Q}}(\cdot) - \mathbf{Q}(\cdot)) \Rightarrow \mathbf{Q}(\cdot),$$

where $\mathbf{Q}(\tau) = (Q_0(t_1), Q_1(t_2))$ is a two dimensional mean zero Gaussian process such that

$$Q_0(t_1) \equiv -\frac{\Psi_0(Q_{Y|\mathcal{C}}(t_1))}{f_{Y|\mathcal{C}}(Q_{Y|\mathcal{C}}(t_1))}, \quad Q_1(t_2) \equiv -\frac{\Psi_1(Q_{Y^{1:1}|\mathcal{C}}(t_2))}{f_{Y^{1:1}|\mathcal{C}}(Q_{Y^{1:1}|\mathcal{C}}(t_2))}.$$  

The convergence is in $\ell^\infty([0, 1]) \times \ell^\infty([0, 1])$. 
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Given that the quantile map is Hadamard differentiable, Theorem 3.2 follows from the functional delta method. Theorem 3.2 extends Theorem 1 of Frölich and Melly (2013) which focuses on the asymptotics of pointwise quantiles to the asymptotics of whole quantile functions.

3.4 Our Method v.s. Rearrangement Method

The rearrangement approaches have been proposed by Chernozhukov, Fernández-Val and Galichon (2009, 2010) to address the problem of quantile crossing, i.e., the lack of monotonicity in the distribution or quantile estimators. Chernozhukov, Fernández-Val and Galichon’s (2010) rearrangement approach can be used to obtain CDF estimators that are monotonically increasing. However, it requires the pre-arranged quantile function estimators weakly converging to a stochastic process at the parametric rate, so that the CDF estimators will converge at the parametric rate accordingly. See Assumption 2 of Chernozhukov, Fernández-Val and Galichon (2010). In our framework, this assumption is equivalently to assuming that the densities $f_{Y|C}(y)$ and $f_{Y_1|C}(y)$ are bounded away from zero as in Assumption 3.6. This assumption, as mentioned above, is not necessary if we are interested in the asymptotics of CDF estimators only.\(^{10}\) Another advantage of our method over theirs is that our estimator is easier to implement. To be fair, Chernozhukov, Fernández-Val and Galichon’s (2010) rearrangement approach can be applied to cases where the underlying quantile functions are not monotonically increasing, but ours cannot. Similar to Chernozhukov, Fernández-Val and Galichon (2009), our method can be extended to construct monotonically increasing estimators for univariate and multivariate target functions that are monotonically increasing. The generalization is straightforward, but the derivation of these results is beyond the scope of this paper and we leave it for future studies.

4 Simulating the Limiting Processes

4.1 Estimating Conditional Quantities

Before introducing the simulation-based method, we construct uniformly consistent estimators for $m^d_z(y, x)$ that is monotonically increasing in $y$ for any given $x$ for $d, z \in \{0, 1\}$. The uniformly\(^{10}\)Of course, if we are interested in the asymptotics of whole quantile functions as in Section 3.3, this assumption is needed.
consistent estimators for \(\mu_0(x)\) and \(\mu_1(x)\) are constructed in the same way. These estimators play important roles in the simulation-based method.

We define the following series estimators:

\[
\hat{m}_0^0(y, x) = \left[ \frac{1}{n} \sum_{i=1}^{n} \frac{(1 - Z_i)(1 - D_i) \cdot 1(Y_i \leq y)}{1 - \bar{q}(X_i)} R^K(X_i) \right] \tilde{\Xi}_m(x), \\
\hat{m}_1^0(y, x) = \left[ \frac{1}{n} \sum_{i=1}^{n} \frac{Z_i(1 - D_i) \cdot 1(Y_i \leq y)}{\bar{q}(X_i)} R^K(X_i) \right] \tilde{\Xi}_m(x), \\
\hat{m}_0^1(y, x) = \left[ \frac{1}{n} \sum_{i=1}^{n} \frac{(1 - Z_i)D_i \cdot 1(Y_i \leq y)}{1 - \bar{q}(X_i)} R^K(X_i) \right] \tilde{\Xi}_m(x), \\
\hat{m}_1^1(y, x) = \left[ \frac{1}{n} \sum_{i=1}^{n} \frac{Z_i D_i \cdot 1(Y_i \leq y)}{\bar{q}(X_i)} R^K(X_i) \right] \tilde{\Xi}_m(x), \\
\hat{\mu}_0(x) = \hat{m}_0^1(y, x), \quad \hat{\mu}_1(x) = \hat{m}_1^1(y, x),
\]

\[
\tilde{\Xi}_m(x) = \left[ \frac{1}{n} \sum_{i=1}^{n} R^K(X_i) R^K(X_i)' \right]^{-1} R^K(x),
\]

where \(R^K(x)\) is the same power series used in SLE estimator. Note that \(\hat{m}\)'s are not necessarily non-decreasing. To restore the monotonicity, we apply \(\phi_1\) defined in (2.5) on them and define

\[
\hat{m}_d^d(y, x) = \phi_1(\hat{m}_d^d(\cdot, x))(y), \quad \text{for } d, z \in \{0, 1\}. \tag{4.2}
\]

It is obvious to see that \(\hat{m}_d^d(y, x)\)'s are non-decreasing in \(y\). We summarize the asymptotic properties of these estimators in the following lemma.

**Lemma 4.1** Suppose Assumptions 2.1 and 3.1–3.5 hold. Then

\[
\sup_{y \in \mathcal{Y}, x \in \mathcal{X}} \left\{ \sum_{d, z \in \{0, 1\}} \left| \hat{m}_d^d(y, x) - m_d^d(y, x) \right| + \sum_{z \in \{0, 1\}} \left| \hat{\mu}_z(x) - \mu_z(x) \right| \right\} = o_p(1). \tag{4.3}
\]

Lemma 4.1 follows from \(\sup_{y \in \mathcal{Y}, x \in \mathcal{X}} \left| \hat{m}_d^d(y, x) - m_d^d(y, x) \right| = o_p(1)\) and \(\sup_{z \in \mathcal{Z}} \left| \hat{m}_z^d(y, x) - m_z^d(y, x) \right| \leq \sup_{z \in \mathcal{Z}} \left| \hat{m}_z^d(y, x) - m_z^d(y, x) \right| \) for all \(x \in \mathcal{X}\). Note that the compactness of \(\mathcal{X}\) is needed to obtain the uniform result.

### 4.2 Simulating \(\Psi(\zeta)\)

Let \(\{U_1, U_2, \ldots\}\) be i.i.d. random variables with mean 0 and variance 1 which are independent of the sequence \(\mathcal{W} = W^\infty = \{W_1, W_2, \ldots\}\). For all \(\eta = (y_1, y_2)' \in \mathcal{Y} \times \mathcal{Y}\), define the simulated
stochastic processes as $\Psi^u(\eta) = (\Psi^u_0(y_1), \Psi^u_1(y_2))'$ and for all $y \in Y$,

$$
\hat{\Psi}^u_0(y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} U_i \cdot \hat{\psi}_0(W_i, y), \quad \hat{\Psi}^u_1(y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} U_i \cdot \hat{\psi}_1(W_i, y),
$$

$$
\hat{\psi}_0(W_i, y) = \frac{1}{\hat{\Gamma}_0} \left\{ \frac{Z_i[(D_i - 1) \cdot 1(Y_i \leq y) + \hat{m}_0^1(y, X_i) - \hat{F}_{Y \mid X}(y)(D_i - \hat{\mu}_1(X_i))]}{\hat{q}(X_i)} \right. \\
- \left. \frac{(1 - Z_i)[(D_i - 1) \cdot 1(Y_i \leq y) + \hat{m}_0^0(y, X_i) - \hat{F}_{Y \mid X}(y)(D_i - \hat{\mu}_0(X_i))]}{1 - \hat{q}(X_i)} \right\},
$$

$$
\hat{\psi}_1(W_i, y) = \frac{1}{\hat{\Gamma}_1} \left\{ \frac{Z_i[D_i \cdot 1(Y_i \leq y) - \hat{m}_1^1(y, X_i) - \hat{F}_{Y \mid X}(y)(D_i - \hat{\mu}_1(X_i))]}{\hat{q}(X_i)} \right. \\
- \left. \frac{(1 - Z_i)[D_i \cdot 1(Y_i \leq y) - \hat{m}_1^0(y, X_i) - \hat{F}_{Y \mid X}(y)(D_i - \hat{\mu}_0(X_i))]}{1 - \hat{q}(X_i)} \right\} + \hat{m}_1^1(y, X_i) - \hat{m}_1^0(y, X_i) - \hat{F}_{Y \mid X}(y)[\hat{\mu}_1(X_i) - \hat{\mu}_0(X_i)]
$$

(4.4)

**Theorem 4.1** Suppose Assumptions 2.1 and 3.1–3.5 hold. Then $\hat{\Psi}^u(\cdot) \Rightarrow \Psi(\cdot)$ conditional on sample path $W$ with probability approaching 1 which is denoted by $\hat{\Psi}^u(\cdot) \Rightarrow \Psi(\cdot).$\(^{11}\)

Theorem 4.1 shows that we can approximate $\Psi(\cdot)$ by the simulated stochastic process $\hat{\Psi}^u(\cdot)$. To show this, we first prove that $n^{-1/2} \sum_{i=1}^{n} U_i \cdot \psi(W_i, \cdot) \Rightarrow \Psi(\cdot)$ by the conditional multiplier central limit theorem, or Theorem 2.9.6 of van der Vaart and Wellner (1996). Second, we prove that the effect of estimation errors of $\hat{\psi}(W_i, \eta) = (\hat{\psi}_0(W_i, y_1), \hat{\psi}_1(W_i, y_2))'$ will disappear in the limit.

\(^{11}\)The conditional weak convergence is in the sense of Section 2.9 of van der Vaart and Wellner (1996) and Chapter 2 of Kosorok (2008). To be more specific, $\hat{\Psi}^u \Rightarrow \Psi$ in the metric space $(\mathbb{D}, d)$ if and only if $\sup_{f \in B\ell_1} \left| E_n f(\hat{\Psi}^u) - E f(\Psi) \right| \xrightarrow{p} 0$ and $E_n f(\hat{\Psi}^u)^* - E_n f(\Psi)^* \xrightarrow{p} 0$, where the subscript $u$ in $E_n$ indicates conditional expectation over the weights $U_i$’s given the remaining data, $B\ell_1$ is the space of functions $f : \mathbb{D} \to \mathbb{R}$ with Lipschitz norm bounded by 1, and $f(\hat{\Psi}^u)^*$ and $f(\Psi)^*$ denote respectively measurable majorants and minorants w.r.t. the joint data including the $U_i$’s. We use the notation $\hat{\Psi}^u \overset{a.s.}{\Rightarrow} \Psi$ to express the same thing except replacing all $\xrightarrow{p}$’s with $\xrightarrow{a.s.}$’s. Note that by Lemma 1.9.2 (ii) of van der Vaart and Wellner (1996), it is true that $\hat{\Psi}^u_n \Rightarrow \Psi$ if and only if every subsequence $k_n$ of $n$ has a further subsequence $\ell_n$ of $k_n$ such that $\hat{\Psi}^u_{\ell_n} \Rightarrow \Psi$. 
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4.3 Simulating $Q(\tau)$

As shown in Theorem 3.2, $f_{Y|C}$ and $f_{Y|C}$ have to be estimated before proceeding to the simulation method for the quantile case. We construct uniformly consistent IPW kernel estimators for $f_{Y|C}$ and $f_{Y|C}$ in $\mathcal{Y}$ which play important roles in the proposed simulated process for $Q(\tau)$.

Let $h$ denote the bandwidth, which depends on sample size $n$ and $K(u)$ the kernel function. Define $\tilde{f}_{Y|C}(y)$ and $\tilde{f}_{Y|C}(y)$ as

$$
\tilde{f}_{Y|C}(y) = \frac{1}{nh} \sum_{i=1}^{n} \hat{\kappa}_0, i K\left(\frac{Y_i - y}{h}\right) \quad \text{for} \quad y \in [y_0 l + h, y_0 u - h],
$$

$$
\tilde{f}_{Y|C}(y) = \frac{1}{nh} \sum_{i=1}^{n} \hat{\kappa}_1, i K\left(\frac{Y_i - y}{h}\right) \quad \text{for} \quad y \in [y_1 l + h, y_1 u - h],
$$

and define

$$
\hat{f}_{Y|C}(y) = \begin{cases} 
\tilde{f}_{Y|C}(h) & \text{if} \quad y \in [y_0 l, y_0 l + h), \\
\tilde{f}_{Y|C}(y - h) & \text{if} \quad y \in (y_0 u - h, y_0 u], 
\end{cases}
$$

$$
\hat{f}_{Y|C}(y) = \begin{cases} 
\tilde{f}_{Y|C}(h) & \text{if} \quad y \in [y_1 l, y_1 l + h), \\
\tilde{f}_{Y|C}(y - h) & \text{if} \quad y \in (y_1 u - h, y_1 u]. 
\end{cases}
$$

It is well known that the density estimator $\hat{f}_{Y|C}(y)$ is in general inconsistent around the boundary points $y_{dl}$ and $y_{du}$, $d \in \{0, 1\}$. Therefore, we follow Donald, Hsu and Barrett (2012) and accommodate $\hat{f}_{Y|C}(y)$ and $\hat{f}_{Y|C}(y)$ around the boundary points to obtain uniformly consistent estimators for $f_{Y|C}$ and $f_{Y|C}$. Under regularity conditions introduced below, it can be shown that $\hat{f}_{Y|C}$ and $\hat{f}_{Y|C}$ are uniformly consistent for $f_{Y|C}$ and $f_{Y|C}$ that are bounded away from 0. However, the same problem arises in that given the weights $\hat{\kappa}_0, i$ and $\hat{\kappa}_1, i$ could be negative in finite sample, $\hat{f}_{Y|C}$ and $\hat{f}_{Y|C}$ could be negative accordingly. For this reason, we introduce the following trimming method. Let $\{b_n : n \geq 1\}$ be a sequence of positive numbers that converges to zero, we define

$$
\tilde{f}_{Y|C}(y) = \max\{\tilde{f}_{Y|C}(y), b_n\}, \quad \hat{f}_{Y|C}(y) = \max\{\hat{f}_{Y|C}(y), b_n\}. \tag{4.5}
$$

Note that despite the fact that $\hat{f}_{Y|C}(y)$ defined in (4.5) is not integrated to 1, it is fine for our use because we only need an uniform consistent estimator for $f_{Y|C}(y)$. Same comment applies to $\hat{f}_{Y|C}(y)$.

**Assumption 4.1 (IPW Kernel Estimator):**
(i) Suppose $K(u)$ is non-negative and has support $[-1,1]$. $K(u)$ is symmetric around 0 and is continuously differentiable of order 1. The bandwidth $h$ satisfies that $h \to 0$, $nh^4 \to \infty$ and $nh/\log n \to \infty$ when $n \to \infty$.

(ii) $\{b_n : n \geq 1\}$ is a non-increasing sequence of positive numbers and $b_n \to 0$ as $n \to \infty$.

**Lemma 4.2** Suppose Assumptions 2.1, 3.1–3.6 and 4.1 hold. Then

$$\sup_{y \in [y_0, y_1]} |\hat{f}_{Y^0|C}(y) - f_{Y^0|C}(y)| + \sup_{y \in [y_1, y_2]} |\hat{f}_{Y^1|C}(y) - f_{Y^1|C}(y)| = o_p(1). \tag{4.6}$$

Note that $b_n$ converges to 0 and $\tilde{f}_{Y^0|C}(y)$ is uniformly bounded away from zero with probability approaching 1, so $\tilde{f}_{Y^0|C}(y)$ and $\tilde{f}_{Y^1|C}(y)$ are asymptotically equivalent.

We define the simulated processes as $Q_u(\tau) = (Q_u^0(t_1), Q_u^1(t_2))'$ with

$$\hat{Q}_0^u(\tau) = -\frac{\hat{\Psi}_0^u(\hat{Q}_{Y^0|C}(t_1))}{\hat{f}_{Y^0|C}(\hat{Q}_{Y^0|C}(t_1))}, \quad \hat{Q}_1^u(\tau) = -\frac{\hat{\Psi}_1^u(\hat{Q}_{Y^1|C}(t_2))}{\hat{f}_{Y^1|C}(\hat{Q}_{Y^1|C}(t_2))}.$$  

**Theorem 4.2** Suppose Assumptions 2.1, 3.1–3.6 and 4.1 hold. Then $\hat{Q}_u(\cdot) \overset{p}{\to} Q(\cdot)$.

Theorem 4.2 shows that $\hat{Q}_u(\cdot)$ can approximate $Q(\cdot)$ well. The results regarding quantile functions allow us to test for the Lorenz dominance relations between potential outcomes, or construct uniform confidence bands for the LQTE over a continuum of quantile indices.

## 5 Estimation among the Treated Compliers

In general, researchers are interested not only in the group of compliers, but also certain subpopulation such as the treated compliers, e.g., Fröhlic and Lechner (2010), Hong and Nekipelov (2010), and DHL. In this section we extend our estimation results and the simulation method to the treated compliers.

Let $F_{Y^0|C}^t(y) = E[1(Y(0) \leq y)|C, D = 1]$ and $F_{Y^1|C}^t(y) = E[1(Y(1) \leq y)|C, D = 1]$ denote the CDFs of potential outcomes of the treated compliers. The following lemma, which is similar to Lemma 2.1, summarizes the identification results for the group of treated compliers.
Lemma 5.1 (Identification of $F_{Y^0\mid C}^t$ and $F_{Y^1\mid C}^t$): Under Assumption 2.1, $F_0^t(y\mid C)$ and $F_1^t(y\mid C)$ are identified by

$$F_{Y^0\mid C}^t(y) = \frac{1}{\Gamma_0^t} E\left[ q(X) \left( \frac{Z(D-1) \cdot 1(Y \leq y) - (1-Z)(D-1) \cdot 1(Y \leq y)}{q(X)} \right) \right],$$

$$F_{Y^1\mid C}^t(y) = \frac{1}{\Gamma_1^t} E\left[ q(X) \left( \frac{ZD \cdot 1(Y \leq y) - (1-Z)D \cdot 1(Y \leq y)}{q(X)} \right) \right],$$

(5.1)

$$\Gamma_0^t = E\left[ q(X) \left( \frac{Z(D-1)}{q(X)} - \frac{(1-Z)(D-1)}{1-q(X)} \right) \right],$$

$$\Gamma_1^t = E\left[ q(X) \left( \frac{ZD}{q(X)} - \frac{(1-Z)D}{1-q(X)} \right) \right],$$

and $\Gamma_0^t = \Gamma_1^t = E[D(1) - D(0)D = 1] \cdot E[q(X)] > 0$.

Note that under the group of compliers, $D = 1$ iff $Z = 1$. With suitable modification, we can see that $F_{Y^1\mid C}^t$ is identified by the ratio of the ATT of $Z$ on $D \cdot 1(Y \leq y)$ over the ATT of $Z$ on $D$. Similarly, $F_{Y^0\mid C}^t$ is identified by the ratio of the ATT of $Z$ on $(D - 1) \cdot 1(Y \leq y)$ over the ATT of $Z$ on $D - 1$. Also, define

$$\kappa_0^t = \frac{q(X)}{\Gamma_0^t} \left[ \frac{Z(D-1)}{q(X)} - \frac{(1-Z)(D-1)}{1-q(X)} \right],$$

$$\kappa_1^t = \frac{q(X)}{\Gamma_1^t} \left[ \frac{ZD}{q(X)} - \frac{(1-Z)D}{1-q(X)} \right],$$

(5.2)

we have $F_{Y^0\mid C}^t(y) = E[\kappa_0^t \cdot 1(Y \leq y)]$ and $F_{Y^1\mid C}^t(y) = E[\kappa_1^t \cdot 1(Y \leq y)]$ with $E[\kappa_0^t] = E[\kappa_1^t] = 1$.

Based on (5.1), the IPW estimators for $F_{Y^0\mid C}^t$, $F_{Y^1\mid C}^t$, $\Gamma_0^t$ and $\Gamma_1^t$ are:

$$\tilde{F}_{Y^0\mid C}^t(y) = \frac{1}{n\Gamma_0^t} \sum_{i=1}^{n} \tilde{q}(X_i) \left[ \frac{Z_i(D_i - 1) \cdot 1(Y_i \leq y) - (1-Z_i)(D_i - 1) \cdot 1(Y_i \leq y)}{\tilde{q}(X_i)} \right],$$

$$\tilde{F}_{Y^1\mid C}^t(y) = \frac{1}{n\Gamma_1^t} \sum_{i=1}^{n} \tilde{q}(X_i) \left[ \frac{Z_i D_i \cdot 1(Y_i \leq y) - (1-Z_i)D_i \cdot 1(Y_i \leq y)}{\tilde{q}(X_i)} \right],$$

(5.3)

$$\tilde{\Gamma}_0^t = \frac{1}{n} \sum_{i=1}^{n} \tilde{q}(X_i) \left[ \frac{Z_i(D_i - 1)}{\tilde{q}(X_i)} - \frac{(1-Z_i)(D_i - 1)}{1-\tilde{q}(X_i)} \right],$$

$$\tilde{\Gamma}_1^t = \frac{1}{n} \sum_{i=1}^{n} \tilde{q}(X_i) \left[ \frac{Z_i D_i}{\tilde{q}(X_i)} - \frac{(1-Z_i)D_i}{1-\tilde{q}(X_i)} \right].$$

---

\(^{12}\)Note that $\Gamma_0^t$ is not equal to the ATT of $Z$ on $D$, but $\Gamma_0^t / E[q(X)]$ is. Similarly, $\tilde{\Gamma}_0^t / E[q(X)]$ is the ATT of $Z$ on $D \cdot 1(Y \leq y)$. Hence, the identification result of $F_{Y^1\mid C}^t(y)$ in (5.1) can be interpreted as of the ATT of $Z$ on $D \cdot 1(Y \leq y)$ over the ATT of $Z$ on $D$. 
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Similar to $\tilde{F}_{Y0|c}(y)$ and $\tilde{F}_{Y1|c}(y)$, $\tilde{F}_{Y0|c}^t(y)$ and $\tilde{F}_{Y1|c}^t(y)$ are not necessarily monotonically increasing nor bounded by 0 and 1. Hence, we define

$$\hat{F}_{Y0|c}^t(y) = \phi(\tilde{F}_{Y0|c}^t(y)), \quad \hat{F}_{Y1|c}^t(y) = \phi(\tilde{F}_{Y1|c}^t(y)). \quad (5.4)$$

Also, we estimate the quantile functions for the treated compliers by

$$\hat{Q}_{Y0|c}^t(t) = \inf\{y : \hat{F}_{Y0|c}^t(y) \geq t\}, \quad \hat{Q}_{Y1|c}^t(t) = \inf\{y : \hat{F}_{Y1|c}^t(y) \geq t\}. \quad (5.5)$$

Let $f_{Y0|c}^t(y)$ and $f_{Y1|c}^t(y)$ be the corresponding PDFs of $F_{Y0|c}^t(y)$ and $F_{Y1|c}^t(y)$. We modify Assumptions 3.1 and 3.6 for the treated case.

**Assumption 5.1 (Distributions of $Y(0)$ and $Y(1)$ for the Treated Compliers):**

1. Conditional on the treated compliers, $Y(0)$ and $Y(1)$ have convex and compact supports $[y_{0}\ell, y_{0}u]$ and $[y_{1}\ell, y_{1}u]$. Let $\mathcal{Y} = [\min\{y_{0}\ell, y_{1}\ell\}, \max\{y_{0}u, y_{1}u\}]$ and WLOG assume that $\mathcal{Y} = [0, \bar{y}]$ with $\bar{y} < \infty$.

2. $F_{Y0|c}^t(y)$ and $F_{Y1|c}^t(y)$ are continuous on $\mathcal{Y}$ with $F_{Y0|c}^t(0) = F_{Y1|c}^t(0) = 0$.

3. $f_{Y0|c}^t(y)$ and $f_{Y1|c}^t(y)$ are continuously differentiable of order 2 and bounded away from 0 on $[y_{0}\ell, y_{0}u]$ and $[y_{1}\ell, y_{1}u]$, respectively.

Note that the first two parts of Assumption 5.1 are stronger than necessary regarding the asymptotic results of the CDF estimators and it can be relaxed as in Assumption 3.1.

Define $\tilde{F}^t = (\tilde{F}_{Y0|c}^t, \tilde{F}_{Y1|c}^t)^\prime$, $F^t = (F_{Y0|c}^t, F_{Y1|c}^t)^\prime$, $\hat{Q}^t = (\hat{Q}_{Y0|c}^t, \hat{Q}_{Y1|c}^t)^\prime$, and $Q^t = (Q_{Y0|c}^t, Q_{Y1|c}^t)^\prime$.

**Theorem 5.1** Suppose Assumptions 2.1, 3.2–3.5 and 5.1 hold. Then

$$\sqrt{n}(\hat{F}^t(\cdot) - F^t(\cdot)) \Rightarrow \Psi^t(\cdot), \quad \sqrt{n}(\hat{Q}^t(\cdot) - Q^t(\cdot)) \Rightarrow \mathcal{Q}^t(\cdot),$$

where $\Psi^t(\cdot)$ is a two dimensional mean zero Gaussian process with covariance functions $\Omega^t(\eta_1, \eta_2) =$
\[ E[\psi^t(W, \eta_1) \psi^t(W, \eta_2)'], \text{ where } \psi(W, \eta) = (\psi^t_0(W, y_1), \psi^t_1(W, y_2))' \text{ with} \]

\[
\psi^t_0(W, y) = \frac{q(X)}{\Gamma_0} \left\{ \frac{Z[(D - 1) \cdot 1(Y \leq y) + m^0_1(y, X) - F^t_{Y|C|}(y)(D - \mu_1(X))] - (1 - Z)[(D - 1) \cdot 1(Y \leq y) + m^0_0(y, X) - F^t_{Y|C|}(y)(D - \mu_0(X))] - Z[-m^0_1(y, X) + m^0_0(y, X) - F^t_{Y|C|}(y)(\mu_1(X) - \mu_0(X))]}{q(X)} \right\}, \tag{5.6}
\]

\[
\psi^t_1(W, y) = \frac{q(X)}{\Gamma_1} \left\{ \frac{Z[D \cdot 1(Y \leq y) - m^1_1(y, X) - F^t_{Y'|C'|}(y)(D - \mu_1(X))] - (1 - Z)[D \cdot 1(Y \leq y) - m^1_0(y, X) - F^t_{Y'|C'|}(y)(D - \mu_0(X))] - Z[m^1_1(y, X) - m^1_0(y, X) - F^t_{Y'|C'|}(y)(\mu_1(X) - \mu_0(X))]}{q(X)} \right\}.
\]

Also, \( Q^t(\tau) = (Q^t_0(t_1), Q^t_1(t_2)) \) is a two dimensional mean zero Gaussian process such that

\[
Q^t_0(t_1) \equiv -\frac{\Psi^t_0(q^t_{Y|C|}(t_1))}{f^t_{Y|C|}(q^t_{Y|C|}(t_1))}, \quad Q^t_1(t_2) \equiv -\frac{\Psi^t_1(q^t_{Y'|C'|}(t_2))}{f^t_{Y'|C'|}(q^t_{Y'|C'|}(t_2))}.
\]

We again apply the simulation method for uniform inference on \( \hat{F}^t_{Y|C|}, \hat{F}^t_{Y'|C'|}, \hat{Q}^t_{Y|C|} \) and \( \hat{Q}^t_{Y'|C'|} \). To start with, we construct the uniform consistent estimators for \( f^t_{Y|C|}(y) \) and \( f^t_{Y'|C'|}(y) \) as follows. Let

\[
\hat{k}^t_{0,i} = \frac{\tilde{q}(X_i)}{\Gamma_0} \left[ \frac{Z_i(D_i - 1)}{\hat{q}(X_i)} - \frac{(1 - Z_i)(D_i - 1)}{1 - \hat{q}(X_i)} \right],
\]

\[
\hat{k}^t_{1,i} = \frac{\tilde{q}(X_i)}{\Gamma_1} \left[ \frac{Z_i D_i}{\hat{q}(X_i)} - \frac{(1 - Z_i) D_i}{1 - \hat{q}(X_i)} \right]. \tag{5.7}
\]

Define \( \hat{f}^t_{Y|C|}(y) \) and \( \hat{f}^t_{Y'|C'|}(y) \) as

\[
\hat{f}^t_{Y|C|}(y) = \frac{1}{nh} \sum_{i=1}^{n} \hat{k}^t_{0,i} K \left( \frac{Y_i - y}{h} \right) \text{ for } y \in [y_{i\ell} + h, y_{iu} - h],
\]

\[
\hat{f}^t_{Y'|C'|}(y) = \frac{1}{nh} \sum_{i=1}^{n} \hat{k}^t_{1,i} K \left( \frac{Y_i - y}{h} \right) \text{ for } y \in [y_{1\ell} + h, y_{1u} - h],
\]
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and define

\[
\hat{f}_{\bar{y} \mid C}(y) = \begin{cases} 
\hat{f}_{\bar{y} \mid C}(h) & \text{if } y \in [y_{0 \ell}, y_{0 \ell} + h), \\
\hat{f}_{\bar{y} \mid C}(\bar{y} - h) & \text{if } y \in (y_{0a} - h, y_{0a}], 
\end{cases}
\]

\[
\hat{f}_{\bar{y} + 1 \mid C}(y) = \begin{cases} 
\hat{f}_{\bar{y} + 1 \mid C}(h) & \text{if } y \in [y_{1 \ell}, y_{1 \ell} + h), \\
\hat{f}_{\bar{y} + 1 \mid C}(\bar{y} - h) & \text{if } y \in (y_{1a} - h, y_{1a}]. 
\end{cases}
\]

Like \( \hat{f}_{\bar{y} \mid C} \) and \( \hat{f}_{\bar{y} + 1 \mid C} \), \( \hat{f}_{\bar{y} \mid C} \) and \( \hat{f}_{\bar{y} + 1 \mid C} \) are uniformly consistent but possibly negative. We accommodate the problem by defining

\[
\hat{f}_{\bar{y} \mid C}(y) = \max \{ \hat{f}_{\bar{y} \mid C}(y), b_n \}, \quad \hat{f}_{\bar{y} + 1 \mid C}(y) = \max \{ \hat{f}_{\bar{y} + 1 \mid C}(y), b_n \}. \tag{5.8}
\]

The estimated influence functions are

\[
\hat{\psi}_0^t(W, y) = \frac{\hat{q}(X_i)}{\hat{\Gamma}_0^t} \left\{ \frac{Z_i[(D_i - 1) \cdot 1(Y_i \leq y) + \hat{m}_0^t(y, X_i) - \hat{f}_{\bar{y} \mid C}^t(y)(D_i - \hat{\mu}_1(X_i))]}{\hat{q}(X_i)} - \frac{(1 - Z_i)[(D_i - 1) \cdot 1(Y_i \leq y) + \hat{m}_0^t(y, X_i) - \hat{f}_{\bar{y} \mid C}^t(y)(D_i - \hat{\mu}_0(X_i))]}{1 - \hat{q}(X_i)} + \frac{Z_i[-\hat{m}_0^t(y, X_i) + \hat{m}_0^t(y, X_i) - \hat{f}_{\bar{y} \mid C}^t(y)(\hat{\mu}_1(X_i) - \hat{\mu}_0(X_i))]}{\hat{q}(X_i)} \right\}, \tag{5.9}
\]

\[
\hat{\psi}_1^t(W, y) = \frac{\hat{q}(X_i)}{\hat{\Gamma}_1^t} \left\{ \frac{Z_i[D_i \cdot 1(Y_i \leq y) - \hat{m}_1^t(y, X_i) - \hat{f}_{\bar{y} + 1 \mid C}^t(y)(D_i - \hat{\mu}_1(X_i))]}{\hat{q}(X_i)} - \frac{(1 - Z_i)[D_i \cdot 1(Y_i \leq y) - \hat{m}_1^t(y, X_i) - \hat{f}_{\bar{y} + 1 \mid C}^t(y)(D_i - \hat{\mu}_0(X_i))]}{1 - \hat{q}(X_i)} + \frac{Z_i[\hat{m}_1^t(y, X_i) - \hat{m}_0^t(y, X_i) - \hat{f}_{\bar{y} + 1 \mid C}^t(y)(\hat{\mu}_1(X_i) - \hat{\mu}_0(X_i))]}{\hat{q}(X_i)} \right\}. \tag{5.10}
\]

Accordingly, the simulated stochastic processes are defined as

\[
\hat{Q}^t_0(y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} U_i \cdot \hat{\psi}_0^t(W_i, y), \quad \hat{Q}^t_1(y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} U_i \cdot \hat{\psi}_1^t(W_i, y),
\]

\[
\hat{Q}^t_0(t) = -\frac{\hat{Q}^t_0(\hat{q}^t_{\bar{y} \mid C}(t))}{\hat{f}_{\bar{y} \mid C}^t(\hat{q}^t_{\bar{y} \mid C}(t))}, \quad \hat{Q}^t_1(t) = -\frac{\hat{Q}^t_1(\hat{q}^t_{\bar{y} + 1 \mid C}(t))}{\hat{f}_{\bar{y} + 1 \mid C}^t(\hat{q}^t_{\bar{y} + 1 \mid C}(t))}. \tag{5.10}
\]

Similar to Theorem 4.1 and Theorem 4.2, we can show that \( \Psi^t(\cdot) \) and \( Q^t(\cdot) \) can be approximated by \( \hat{\Psi}^t(\cdot) = \left( \hat{\Psi}^t_0(\cdot), \hat{\Psi}^t_1(\cdot) \right)' \) and \( \hat{Q}^t(\cdot) = \left( \hat{Q}^t_0(\cdot), \hat{Q}^t_1(\cdot) \right)' \) well and we omit the formal statement.
Note that our results allow us to define the LQTT which is not considered in Fröhlich and Melly (2013). To be more specific, for a quantile index \( \tau \in [0,1] \), LQTT(\( \tau \)) is defined as

\[
Q_{Y1|C}(\tau) - Q_{Y0|C}(\tau) = \frac{U_{Y1}^2}{X + \epsilon} + 1(U_{Y0} > X + \epsilon)U_{Y0},
\]

which can be estimated by \( \hat{Q}_{Y1|C}(\tau) - \hat{Q}_{Y0|C}(\tau) \). The asymptotic properties of LQTT estimator can be obtained based on our results above.

6 Monte Carlo Simulation

In this section, we explore the finite sample properties of the proposed estimators by a Monte Carlo simulation. The data generating process (DGP) adapted from DH and DHL is in the following:

\[
D(0) = 0, \\
D(1) = 1(X \leq b\epsilon + (1 - b)U_D), \\
Y(0) = 1(U_{Y0} \leq X + \epsilon) \frac{U_{Y0}^2}{X + \epsilon} + 1(U_{Y0} > X + \epsilon)U_{Y0}, \\
Y(1) = 1(U_{Y1} \leq 1 - (X + \epsilon)) \frac{U_{Y1}^2}{1 - (X + \epsilon)} + 1(U_{Y1} > 1 - (X + \epsilon))U_{Y1}, \\
Z = 1(q(X) > U_Z), \\
D = Z \cdot D(1) + (1 - Z) \cdot D(0), \\
Y = D \cdot Y(1) + (1 - D) \cdot Y(0),
\]

where \( X, \epsilon, U_D, U_{Y0}, U_{Y1} \) and \( U_Z \) are mutually independent uniform distributions over \([0,1]\). As in DHL, \( b \in [0,1] \) governs whether the unconfoundedness assumption holds. When \( b = 0 \), \( D \) is independent of \((Y(0), Y(1))\) conditional on \( X \). When \( b > 0 \), a larger \( b \) indicates that the unobserved confounding between \( D \) and \((Y(0), Y(1))\) is more severe. However, please note that the instrument \( Z \) is valid conditional on \( X \) for any \( b \).

We consider three specifications of \( q(x) \) similar to DHL:

\[
\begin{align*}
& \text{(i) } q(x) = 0.4, \quad \text{(ii) } q(x) = \frac{1}{1 + \exp(1 - x)}, \quad \text{(iii) } q(x) = \frac{1}{1 + \exp\left(1 - \frac{1}{1 + x^2}\right)}. \\
\end{align*}
\]

The first benchmark case implies that the instrument \( Z \) is completely randomly assigned. The second linear specification acts as if it can be “correctly specified” by SLE using a power series of order 1. In contrast, the last specification is intended to be the “nonparametric” one in that
given any fixed order of power series, the SLE can only be seen as an approximation of the true specification.

The DGP is designed in a way to satisfy all assumptions mentioned above. For example, Assumption 2.1 is clearly satisfied since $D(0) = 0$. Assumptions 3.1, 3.2 and 3.6 are also true given that the uniform distribution has compact support and the density is bounded away from zero. Finally, by construction $q(x)$ is bounded away from 0 and 1 in all cases, and this is exactly what Assumption 3.4 required for.

We consider various settings in the simulation study. To begin with, the observations are set to 100, 400, 900 and 1600 so that the rate of convergence can be easily verified. The number of Monte Carlo repetitions is 1000 and the uniform coverage rates are calculated based on 1000 simulations. We let $b = 0.5$ and focus on quantiles $t \in [0.2, 0.8]$ with nominal significance level 10%. Next, we use a quadratic power series (i.e., the basis functions are 1, $X$ and $X^2$) to estimate the instrument propensity score as well as other conditional quantities. A cubic power series is also utilized as a robustness check. In estimating $f_{Y^0|C}$ and $f_{Y^1|C}$, we use the Gaussian kernel along with Silverman’s rule-of-thumb bandwidth. The estimated instrument propensity score is trimmed to lie in the interval $[0.005, 0.995]$ and the estimated PDFs are trimmed to be larger than 0.005.\textsuperscript{13} Finally, the multipliers $U_i$’s are drawn from the standard normal distribution.

Table 1 presents the simulation results regarding to the finite sample performance of $\hat{F}_{Y^d|C}$, $\hat{Q}_{Y^d|C}$ and the estimators for LQTE and LQTT. We report various measures for global accuracy such as the integrated bias (IBIAS), the root integrated mean squared error (RIMSE), the integrated mean absolute error (IMAE), the one-sided uniform coverage rate (1UCR) and the two-sided uniform coverage rate (2UCR). From Table 1, we see that the finite sample biases for all estimators decrease gradually with sample sizes and so do the RIMSEs and IMAEs. In addition, the magnitudes of RIMSEs reduce by a half when $n$ increases from 100 to 400, and become one-third and one-fourth when $n$ varies from 100 to 900 and 1600 respectively. This result suggests that our estimators indeed converge at the parametric rate of $\sqrt{n}$. Next, we validate the simulation method by comparing the 1UCR and 2UCR with nominal coverage rate 90%. Table 1 shows that almost all empirical coverage rates, regardless one- or two-sided, are

\textsuperscript{13} The estimates are in fact not affected by the trimming in all cases considered.
close to the nominal one with moderate sample sizes. For these reasons, our methods should be able to provide reliable inference even when the sample size is relatively small.

7 Empirical Application

In the empirical study, we aim to investigate the distributional effects of fertility on family income, using twin births as an instrument to control for the endogeneity of fertility. The twins-based IV strategy first introduced by Rosenzweig and Wolpin (1980) has been adopted by, for example, Angrist and Evans (1998), Vere (2011) and Frölich and Melly (2013). Among these papers, this study is closest to Frölich and Melly (2013) in that they propose to assess the unconditional QTEs for the compliers, i.e., those who had planned to have only one child but ended up with several because of a twin birth. Despite sharing the same goal of distributional effects, we emphasize again that our methods can not only provide pointwise results but also conduct uniform inference over the whole family income distribution. In addition, we also consider the LQTT which is not present in their paper. Empirically speaking, our results allow us to assess the effects of more than one child on parents’ income, both for the whole complier group and for the compliers who actually have two or more children.

The data we use come from the 1% and 5% Public Use Microdata Sample (PUMS). We consider the 1990 and 2000 censuses similar to Angrist and Evans (1998) and Frölich and Melly (2013), respectively. Suggested by previous research, the sample is limited to 21–35 years old married women who have at least one child. The outcome variable $Y$ is the sum of the mother’s and father’s annual labor incomes. The treatment indicator $D$ is equal to one if two or more children were born and zero otherwise. The instrument $Z$ is equal to one if the first birth is a twin birth and zero otherwise. We consider covariates $X$ such as mother’s and father’s age, race and educational level. All descriptive statistics are summarized in Table 3. Since the monotonicity assumption is automatically satisfied by the nature of twin birth, we can identify the treatment effects for the group of compliers up to 35% of the whole sample in 1990, and 40% in 2000, as shown in Table 3.

Specification (ii) with size of 100 may be the only exception for a stringent standard that some deviations are over $\pm 7\%$. However, the result is as expected since in this case we overfit the true linear specification $q(x)$ with a quadratic power series. The deduction can be further confirmed by Table 2, where the overfitting becomes more severe if a cubic power series is adopted.
We describe the estimation details in the following. Similar to the Monte Carlo exercise, a quadratic power series is adopted to estimate the instrument propensity score and other conditional moments. For the IPW kernel estimation we again use the Gaussian kernel with Silverman’s bandwidth selection. The PDF estimates are trimmed to be larger than one over the square of the sample size. We restrict our attention to the quantiles $t \in [0.10, 0.95]$ at the 5% level of significance. The uniform confidence bands are calculated by 10000 simulations.

Figure 4 shows the LQTE, the pointwise confidence intervals and one- and two-sided confidence bands in 2000. According to the figure, we claim that the causal effect of fertility on family income does not exist for compliers below the 85th quantile. More importantly, in contrast to the findings of Frölich and Melly (2013), the treatment is not heterogeneous given that we cannot reject the null hypothesis of a constant treatment effect slightly below 5000 for all quantiles. The same argument applies to the LQTT in Figure 5. On the other hand, it is well known that the one-sided confidence bands, comparing to the two-sided ones, are more suitable for those who are interested in examining the positive effects. Thus, we present the one- and two-sided confidence bands for LQTE and LQTT respectively in Figures 6 and 7. For concreteness we concentrate on the case of $t \in [0.8, 0.95]$. As can be seen, we now conclude that having two or more children will increase family income for compliers above the 83th quantile, and 81th quantile for treated compliers. As a robustness check we also use the 1990 data. It turns out that the whole family income distribution is not affected by the presence of two or more children, as shown in Figures 8 and 9.

8 Conclusion

This paper proposes two-step estimators for the distribution functions of potential outcomes among the group of compliers in the IV treatment effect model. We first adopt the IPW estimators for the CDFs, and then modify the first-stage estimators for monotonicity and boundedness. Our monotonizing method is different from the existing ones and is easier to use. We then apply the inverse mapping to the distribution estimators to obtain the corresponding quantile functions, and show that the proposed estimators weakly converge to mean zero Gauss-

\[15\] No trimming is required for the instrument propensity score since it is bounded away from 0 and 1 per se.

\[16\] The family income is reported as zero for 4.6\% in 1990 sample and 4.0\% in 2000 sample.
sian processes. A simulation-based method taking into account the estimation effects is also introduced. These results allow us to conduct inference regarding the whole distribution functions or a continuum of quantile indices. We also extend the results to the treated compliers. Finally, the finite sample properties are demonstrated by a Monte Carlo simulation. We then apply the methods to the empirical study using U.S. census data. Our findings suggest that fertility will increase family income for high quantiles in 2000, whereas this effect disappears in 1990. Furthermore, there is no significant evidence that the treatment effect is heterogeneous for both 1990 and 2000.
APPENDIX

A Proof of Theorems

Proof of Theorem 3.1: We define additional notations. Let $M_0(y) = E[(D - 1) \cdot 1(Y \leq y)|Z = 1] - E[(D - 1) \cdot 1(Y \leq y)|Z = 0]$, $M_1(y) = E[D \cdot 1(Y \leq y)|Z = 1] - E[D \cdot 1(Y \leq y)|Z = 0]$. It is true that $F_{Y \mid C}(y) = M_0(y)/\Gamma_0$ and $F_{Y \mid 1\{C\}}(y) = M_1(y)/\Gamma_1$. $M_0(y)$ and $M_1(y)$ are estimated by

$$
\hat{M}_0(y) = \frac{1}{n} \sum_{i=1}^{n} \frac{Z_i(D_i - 1) \cdot 1(Y_i \leq y)}{\hat{q}(X_i)} - \frac{(1 - Z_i)(D_i - 1) \cdot 1(Y_i \leq y)}{1 - \hat{q}(X_i)}
$$

$$
\hat{M}_1(y) = \frac{1}{n} \sum_{i=1}^{n} \frac{Z_i D_i \cdot 1(Y_i \leq y)}{\hat{q}(X_i)} - \frac{(1 - Z_i) D_i \cdot 1(Y_i \leq y)}{1 - \hat{q}(X_i)}.
$$

Replacing $Y$ with $(D - 1) \cdot 1(Y \leq y)$ and $D \cdot 1(Y \leq y)$ respectively in DHL, and by the same argument of Lemma A1 of DH, we have

$$
\sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\hat{M}_0(y) - M_0(y)) - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( \psi_{M_0}(W_i, y) - M_0(y) \right) \right| = o_p(1),
$$

$$
\sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\hat{M}_1(y) - M_1(y)) - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( \psi_{M_1}(W_i, y) - M_1(y) \right) \right| = o_p(1),
$$

with

$$
\psi_{M_0}(W, y) = \frac{Z(D - 1) \cdot 1(Y \leq y)}{q(X)} - \frac{(1 - Z)(D - 1) \cdot 1(Y \leq y)}{1 - q(X)} + \left( \frac{m_0^0(y, X)}{q(X)} + \frac{m_0^0(y, X)}{1 - q(X)} \right) (Z - q(X)),
$$

$$
\psi_{M_1}(W, y) = \frac{Z D \cdot 1(Y \leq y)}{q(X)} - \frac{(1 - Z) D \cdot 1(Y \leq y)}{1 - q(X)} - \left( \frac{m_1^0(y, X)}{q(X)} + \frac{m_0^0(y, X)}{1 - q(X)} \right) (Z - q(X)).
$$

By the same argument of Lemma A2 of DH, we have $\mathcal{K}_{M_0} = \{\psi_{M_0}(W, y) | y \in \mathcal{Y}\}$ and $\mathcal{K}_{M_1} = \{\psi_{M_1}(W, y) | y \in \mathcal{Y}\}$ are both $\mathcal{P}$-Donsker. This implies that

$$
\sup_{y \in \mathcal{Y}} \left| \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( \psi_{M_0}(W_i, y) - M_0(y) \right) \right| = O_p(1),
$$

$$
\sup_{y \in \mathcal{Y}} \left| \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( \psi_{M_1}(W_i, y) - M_1(y) \right) \right| = O_p(1).
$$

(A.1) and (A.2) together imply that

$$
\sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\hat{M}_0(y) - M_0(y)) \right| = O_p(1),
$$

$$
\sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\hat{M}_1(y) - M_1(y)) \right| = O_p(1).
$$

(A.3)
Recall that $e$ Similarly, we have
\[ \sqrt{n}(\hat{\Gamma}_0 - \Gamma_0) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (\psi_{T_0}(W_i) - \Gamma_0) + o_p(1), \]
\[ \sqrt{n}(\hat{\Gamma}_1 - \Gamma_1) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (\psi_{T_1}(W_i) - \Gamma_1) + o_p(1), \]
(A.4)

with
\[ \psi_{T_0}(W) = \psi_{T_1}(W) = \frac{ZD}{q(X)} \frac{(1 - Z)D}{1 - q(X)} \left( \frac{\mu_1(X)}{q(X)} + \frac{\mu_0(X)}{1 - q(X)} \right) (Z - q(X)). \]

Recall that $\bar{\phi}_{Y|\cdot}(y) = \bar{M}_0(y)/\bar{\Gamma}_0$ and $\bar{\phi}_{Y_1|\cdot}(y) = \bar{M}_1(y)/\bar{\Gamma}_1$. Therefore, uniformly over $y \in \mathcal{Y},$
\[ \sqrt{n}(\bar{\phi}_{Y|\cdot}(y) - \bar{\phi}_{Y^0|\cdot}(y)) = \sqrt{n} \left( \frac{M_0(y)}{\Gamma_0} - \frac{M_0(y)}{\Gamma_0} \right) \]
\[ = \frac{1}{\Gamma_0} \left( \sqrt{n}(\bar{M}_0(y) - M_0(y)) - \frac{M_0(y)}{\Gamma_0} \sqrt{n}(\bar{\Gamma}_0 - \Gamma_0) \right) + o_p(1) \]
\[ = \frac{1}{\Gamma_0} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi_{M_0}(W_i, y) - M_0(y) - F_{Y^0|\cdot}(y)(\psi_{T_0}(W_i) - \Gamma_0) + o_p(1) \right) + o_p(1) \]
\[ = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi_0(W_i, y) + o_p(1), \]
or equivalently
\[ \sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\bar{\phi}_{Y|\cdot}(y) - \bar{\phi}_{Y^0|\cdot}(y)) - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi_0(W_i, y) \right| = o_p(1). \] (A.5)

The argument for $\bar{\phi}_{Y_1|\cdot}(y)$ is similar and we omit it for brevity. Note that $\mathcal{K}_0 = \{ \psi_0(W, y) \mid y \in \mathcal{Y} \}$ is $\mathcal{P}$-Donsker. This result and (A.5) imply that (1) $\sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\bar{\phi}_{Y|\cdot}(y) - \bar{\phi}_{Y^0|\cdot}(y)) \right| = O_p(1)$ and (2) $\sqrt{n}(\bar{\phi}_{Y|\cdot}(y) - \bar{\phi}_{Y^0|\cdot}(y))$ is stochastically equicontinuous w.r.t. the pseudo-metric $\rho_0(y_1, y_2) = \{ E[\psi_0(W, y_1) - \psi_0(W, y_2)]^2 \}^{1/2}$

Next, we claim that $\rho_0(y_1, y_2)$ is dominated by $\nu_0(y_1, y_2) = |F_{Y|\cdot}(y_1) - F_{Y^0|\cdot}(y_2)|^{1/2}$ in that for all $y_1, y_2 \in \mathcal{Y}, \rho_0(y_1, y_2) \leq M \cdot \nu_0(y_1, y_2)$ for some $M > 0$. That $\rho_0(y_1, y_2)$ is dominated by $\nu_0(y_1, y_2)$ implies the stochastic equicontinuity of $\sqrt{n}(\bar{\phi}_{Y|\cdot}(y) - \bar{\phi}_{Y^0|\cdot}(y))$ w.r.t. the pseudo-metric $\nu_0(y_1, y_2)$. Note that
\[ \rho_0(y_1, y_2) = \left\{ E[\psi_0(W, y_1) - \psi_0(W, y_2)]^2 \right\}^{1/2} \]
\[ = \left\{ E\left[ (\psi_{M_0}(W, y_1) - \psi_{M_0}(W, y_2)) - (F_{Y|\cdot}(y_1) - F_{Y^0|\cdot}(y_2))\psi_{T_0}(W) \right]^2 \right\}^{1/2} \]
\[ \leq \left\{ 2E[(\psi_{M_0}(W, y_1) - \psi_{M_0}(W, y_2))^2] + 2E\left[ (F_{Y|\cdot}(y_1) - F_{Y^0|\cdot}(y_2))\psi_{T_0}(W) \right]^2 \right\}^{1/2} \] (A.6)
\[ \leq \sqrt{2}(A_1(y_1, y_2) + A_2(y_1, y_2)) \]
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where $A_1(y_1, y_2) = \left\{ E[\psi_{M_0}(W, y_1) - \psi_{M_0}(W, y_2)] \right\}^{1/2}$ and $A_2(y_1, y_2) = \left\{ E[(F_{Y_0|C}(y_1) - F_{Y_0|C}(y_2))\psi_{T_0}(W)]^2 \right\}^{1/2}$. The first inequality holds because $(a - b)^2 \leq 2(a^2 + b^2)$ and the last inequality holds because $(x + y) \leq (\sqrt{x} + \sqrt{y})^2$ for $x, y \geq 0$. To proceed, we first show that

\[
A_2(y_1, y_2) = \left\{ E[(F_{Y_0|C}(y_1) - F_{Y_0|C}(y_2))\psi_{T_0}(W)]^2 \right\}^{1/2} = 2C_2 \cdot |F_{Y_0|C}(y_1) - F_{Y_0|C}(y_2)|^{1/2} = 2C_2 \cdot \nu_0(y_1, y_2)
\]

where the last equality holds because $C_2 = \left\{ E[\psi_{T_0}(W)]^2 \right\}^{1/2} < \infty$ by Assumption 3.4 and the last inequality holds because $a \leq \sqrt{a}$ for $0 \leq a \leq 1$. Next, WLOG we assume that $y_1 \geq y_2$. Note that

\[
A_1(y_1, y_2) = \left\{ E[\psi_{M_0}(W, y_1) - \psi_{M_0}(W, y_2)]^2 \right\}^{1/2} = \left\{ E \left[ Z(D - 1) \cdot 1(y_2 < Y \leq y_1) + (1 - Z)(D - 1) \cdot 1(y_2 < Y \leq y_1) \right. \right. \nonumber
\]

\[
\left. \left. + \left( m_0^2(y_1, X) - m_0^2(y_2, X) \right) \left( Z - q(X) \right) \right] \right\}^{1/2}
\]

\[
\leq \left\{ 4E \left[ \frac{Z(D - 1) \cdot 1(y_2 < Y \leq y_1)}{q(X)} \right] \right. \right. \nonumber
\]

\[
\left. \left. + 4E \left[ \frac{(1 - Z)(D - 1) \cdot 1(y_2 < Y \leq y_1)}{1 - q(X)} \right] \right. \right. \nonumber
\]

\[
\left. \left. + 4E \left[ \frac{m_0^2(y_1, X) - m_0^2(y_2, X)}{q(X)} \right] \right. \right. \nonumber
\]

\[
\left. \left. \times \left( Z - q(X) \right) \right] \right\}^{1/2} \nonumber
\]

\[
\leq 2 \left\{ E \left[ Z(D - 1) \cdot 1(y_2 < Y \leq y_1) \right] \right. \right. \nonumber
\]

\[
\left. \left. + E \left[ (1 - Z)(D - 1) \cdot 1(y_2 < Y \leq y_1) \right] \right. \right. \nonumber
\]

\[
\left. \left. + E \left[ m_0^2(y_1, X) - m_0^2(y_2, X) \right] \right. \right. \nonumber
\]

\[
\left. \left. \times (Z - q(X)) \right] \right\}^{1/2} \nonumber
\]

\[
= 2(A_{11}(y_1, y_2) + A_{12}(y_1, y_2) + A_{13}(y_1, y_2) + A_{14}(y_1, y_2)),
\]

where $A_{ij}(y_1, y_2)$ is defined term by term in the last inequality. We first claim that $A_{11}(y_1, y_2) \leq \ldots$
where the second line holds because $q^{-1}(X) \leq q^{-1}$ by Assumption 3.4 and $[Z(D - 1) \cdot 1(y_2 < Y \leq y_1)]^2 = Z(D - 1) \cdot 1(y_2 < Y \leq y_1)$, the third line holds by the law of iterated expectations, and the fourth line holds because $|m_0^1(y_1, X) - m_0^1(y_2, X)| \leq C \cdot |F_{Y \mid C}(y_1) - F_{Y \mid C}(y_2)|$ by Assumption 3.3(iv). Similar argument applies to $A_{12}(y_1, y_2)$. Next,

$$A_{13}(y_1, y_2) = \left\{ E \left[ \frac{m_0^1(y_1, X) - m_0^1(y_2, X)}{q(X)} \right] (Z - q(X))^2 \right\}^{1/2} \leq C \cdot |F_{Y \mid C}(y_1) - F_{Y \mid C}(y_2)|$$

where the first inequality holds again by Assumption 3.3 and the second inequality holds because $|F_{Y \mid C}(y_1) - F_{Y \mid C}(y_2)| \leq 1$. Same argument applies to $A_{14}(y_1, y_2)$. (A.9) and (A.10) imply that $A_{1}(y_1, y_2) \leq C \cdot \nu_0(y_1, y_2)$ for some $C > 0$. This result and (A.7) imply that $\rho_0(y_1, y_2) \leq M \cdot \nu_0(y_1, y_2)$ for some $M > 0$.

Define $\tilde{F}_{Y \mid C}(y) = \phi_1(\tilde{F}_{Y \mid C}(y)) = \sup_{y' \leq y} \tilde{F}_{Y \mid C}(y')$. Let $\Psi_0(y)$ denote the first element of $\Psi(\eta)$ and $\Psi_0(y)$ is a zero mean Gaussian process with covariance kernel $\Omega_0(y_1, y_2) = E[\psi_0(W, y_1)\psi_0(W, y_2)]$. We first show that $\sqrt{n}(\tilde{F}_{F_{Y \mid C}}(\cdot) - F_{Y \mid C}(\cdot)) \Rightarrow \Psi_0(\cdot)$. By Lemma 1.5.4 and Theorem 1.5.7 of van der Vaart and Wellner (1996), it is sufficient to show that (a) the corresponding marginals of $\sqrt{n}(\tilde{F}_{Y \mid C}(\cdot) - F_{Y \mid C}(\cdot))$ and $\Psi_0(\cdot)$ are equal in law, (b) $\mathcal{Y}$ is totally bounded w.r.t. $\nu_0(y_1, y_2)$ and (c) the stochastic equicontinuity of $\sqrt{n}(\tilde{F}_{Y \mid C}(\cdot) - F_{Y \mid C}(\cdot))$ with respect to $\nu_0(y_1, y_2)$. For (b), it is obvious that $\mathcal{Y} = [0, \tilde{y}]$ is totally bounded w.r.t. $\nu_0(y_1, y_2)$. We check (c), we need to show that for all $\epsilon_1, \epsilon_2 > 0$, there exist $N_1$ large enough and $\delta_1 > 0$ such that for all $n \geq N_1$,

$$P \left( \sup_{\nu_0(y_1, y_2) \leq \delta_1} \left| \sqrt{n}(\tilde{F}_{Y \mid C}(y_1) - F_{Y \mid C}(y_1)) - \sqrt{n}(\tilde{F}_{Y \mid C}(y_2) - F_{Y \mid C}(y_2)) \right| \leq \epsilon_1 \right) \geq 1 - \epsilon_2.$$ 

Note that $\sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\tilde{F}_{Y \mid C}(y_2) - F_{Y \mid C}(y_2)) \right| = O_p(1)$ which implies that for any $\epsilon_2 > 0$, there exist...
$M > 0$ and $N_m$ large enough such that for all $n \geq N_m$

$$P \left( \sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\tilde{F}_{Y_{\cdot|C}}(y) - F_{Y_{\cdot|C}}(y)) \right| \leq M \right) \geq 1 - \frac{\epsilon_2}{2}. \tag{A.12}$$

Also, the stochastic equicontinuity of $\sqrt{n}(\tilde{F}_{Y_{\cdot|C}}(y) - F_{Y_{\cdot|C}}(y))$ w.r.t. the pseudo-metric $\nu_0(y_1, y_2)$ means that for any $\epsilon_1 > 0$ and $\epsilon_2 > 0$, there exists $\tilde{\delta} > 0$ small enough and $\tilde{N} > 0$ large enough such that for all $n > \tilde{N}$,

$$P \left( \sup_{n(y_1,y_2)\leq\tilde{\delta}} \left| \sqrt{n}(\tilde{F}_{Y_{\cdot|C}}(y_1) - F_{Y_{\cdot|C}}(y_1)) - \sqrt{n}(\tilde{F}_{Y_{\cdot|C}}(y_2) - F_{Y_{\cdot|C}}(y_2)) \right| \leq \frac{\epsilon_1}{3} \right) \geq 1 - \frac{\epsilon_2}{2}. \tag{A.13}$$

We pick $N_m$ large enough such that

$$2M/\sqrt{N_m} < \tilde{\delta}^2. \tag{A.14}$$

Therefore, for $y_1 \geq y_2$ with $\nu_0(y_1, y_2) > \delta$ and for $n > \sqrt{N_m}$, if $\sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\tilde{F}_{Y_{\cdot|C}}(y_2) - F_{Y_{\cdot|C}}(y_2)) \right| \leq M$, then

$$\tilde{F}_{Y_{\cdot|C}}(y_2) - \tilde{F}_{Y_{\cdot|C}}(y_1) = (\tilde{F}_{Y_{\cdot|C}}(y_2) - F_{Y_{\cdot|C}}(y_2)) - (\tilde{F}_{Y_{\cdot|C}}(y_1) - F_{Y_{\cdot|C}}(y_1)) - (F_{Y_{\cdot|C}}(y_1) - F_{Y_{\cdot|C}}(y_2)) \leq 2M/\sqrt{n} - \tilde{\delta}^2 < 2M/\sqrt{N_m} - \delta^2 < 0,$n

where the inequality holds because $\sqrt{n}(\tilde{F}_{Y_{\cdot|C}}(y_1) - F_{Y_{\cdot|C}}(y_1)) \geq -M$, $\sqrt{n}(\tilde{F}_{Y_{\cdot|C}}(y_2) - F_{Y_{\cdot|C}}(y_2)) \leq M$ and $F_{Y_{\cdot|C}}(y_1) - F_{Y_{\cdot|C}}(y_2) > \delta^2$. This implies that for all $y \in \mathcal{Y}$ and for $n > \sqrt{N_m}$, if $\sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\tilde{F}_{Y_{\cdot|C}}(y_2) - F_{Y_{\cdot|C}}(y_2)) \right| \leq M$,

$$\tilde{F}_{Y_{\cdot|C}}(y) = \sup_{y' \leq y} \tilde{F}_{Y_{\cdot|C}}(y') = \sup_{\{y' : y' \leq y, \nu_0(y', y) \leq \delta\}} \tilde{F}_{Y_{\cdot|C}}(y'). \tag{A.15}$$

Also, for all $y \in \mathcal{Y}$ and for $n > \sqrt{N_m}$ with $\sup_{y \in \mathcal{Y}} \left| \sqrt{n}(\tilde{F}_{Y_{\cdot|C}}(y) - F_{Y_{\cdot|C}}(y)) \right| \leq M$, we have

$$0 \leq \sqrt{n}(\tilde{F}_{Y_{\cdot|C}}(y) - \tilde{F}_{Y_{\cdot|C}}(y)) = \sqrt{n} \left( (\tilde{F}_{Y_{\cdot|C}}(y) - F_{Y_{\cdot|C}}(y)) - (\tilde{F}_{Y_{\cdot|C}}(y) - F_{Y_{\cdot|C}}(y)) \right) \leq \sup_{\{y' : y' \leq y, \nu_0(y', y) \leq \delta\}} \sqrt{n} \left( (\tilde{F}_{Y_{\cdot|C}}(y') - F_{Y_{\cdot|C}}(y')) - (\tilde{F}_{Y_{\cdot|C}}(y) - F_{Y_{\cdot|C}}(y)) \right) \leq \sup_{\{y' : y' \leq y, \nu_0(y', y) \leq \delta\}} \sqrt{n} \left( (\tilde{F}_{Y_{\cdot|C}}(y') - F_{Y_{\cdot|C}}(y')) - (\tilde{F}_{Y_{\cdot|C}}(y) - F_{Y_{\cdot|C}}(y)) \right) \leq \sup_{\nu_0(y_1, y_2) \leq \delta} \sqrt{n} \left( (\tilde{F}_{Y_{\cdot|C}}(y_1) - F_{Y_{\cdot|C}}(y_1)) - (\tilde{F}_{Y_{\cdot|C}}(y_2) - F_{Y_{\cdot|C}}(y_2)) \right). \tag{A.16}$$

where the second inequality holds because for $y' \leq y$, $F_{Y_{\cdot|C}}(y') \leq F_{Y_{\cdot|C}}(y)$. Therefore, when we pick
where the first line follows by definition of $\hat{\nu}$ and (A.11). We last show (A.17) and (A.18) are sufficient to show (A.17) and (A.18) are sufficient to show (A.17).

\[
N_1 = \max\{N_n, \tilde{N}\}, \epsilon_1, \epsilon_2, M, \delta_1 = \tilde{\delta} \text{ such that (A.12), (A.13) and (A.14) hold, then }
\]
\[
P\left(\sup_{y \in Y} \left| \sqrt{n}(\bar{F}_{Y|\mathcal{C}}(y) - F_{Y|\mathcal{C}}(y)) \right| \leq M \right) \quad (A.17)
\]
\[
\sup_{\nu_0(y_1, y_2) \leq \delta} \left| \sqrt{n}(\bar{F}_{Y|\mathcal{C}}(y_1) - F_{Y|\mathcal{C}}(y_1)) - \sqrt{n}(\bar{F}_{Y|\mathcal{C}}(y_2) - F_{Y|\mathcal{C}}(y_2)) \right| \leq \frac{\epsilon_1}{3} \geq 1 - \epsilon_2,
\]

where the last inequality holds from (A.12), (A.13) and the fact that for any two events $A$ and $B$, $P(A \cap B) \geq 1 - P(A^c) - P(B^c)$. Let $\Omega_1$ denote the event in (A.17) and it is true that $P(\Omega_1) \geq 1 - \epsilon_2$.

Therefore, for each $\omega \in \Omega_1$, we have
\[
\sup_{\nu_0(y_1, y_2) \leq \delta_1} \left| \sqrt{n}(\bar{F}_{Y|\mathcal{C}}(y_1) - F_{Y|\mathcal{C}}(y_1)) - \sqrt{n}(\bar{F}_{Y|\mathcal{C}}(y_2) - F_{Y|\mathcal{C}}(y_2)) \right| \leq \sup_{\nu_0(y_1, y_2) \leq \delta_1} \left| \sqrt{n}(\bar{F}_{Y|\mathcal{C}}(y_1) - F_{Y|\mathcal{C}}(y_1)) \right| + \sup_{\nu_0(y_1, y_2) \leq \delta_1} \left| \sqrt{n}(\bar{F}_{Y|\mathcal{C}}(y_2) - F_{Y|\mathcal{C}}(y_2)) \right|
\]
\[
\leq \frac{\epsilon_1}{3} + \frac{\epsilon_1}{3} + \frac{\epsilon_1}{3} = \epsilon_1,
\]

where the last line follows by (A.16) and (A.17). Therefore, (A.17) and (A.18) are sufficient to show (A.11). We last show (a) the corresponding marginals of $\sqrt{n}(\bar{F}_{Y|\mathcal{C}}(\cdot) - F_{Y|\mathcal{C}}(\cdot))$ and $\Psi_0(\cdot)$ are equal in law. It is sufficient for us to show that for every $y \in \mathcal{Y}$, $\sqrt{n}(\bar{F}_{Y|\mathcal{C}}(y) - F_{Y|\mathcal{C}}(y)) \rightarrow \Psi_0(y)$ because the argument for the joint convergence of for every finite subset $\{y_1, \ldots, y_k\} \subset \mathcal{Y}$ can be done similarly.

We apply the same argument in the proof of Proposition 1 of Barrett and Donald (2003) to show this. For any $y \in \mathcal{Y}$, let $\mathcal{Y}^* = \{a : a \leq y \text{ and } F_{Y|\mathcal{C}}(y) = F_{Y|\mathcal{C}}(a)\}$ where we suppress the dependence of $\mathcal{Y}^*$ on $y$ for notational simplicity. It is obvious that $\mathcal{Y}^*$ is non-empty. Note that
\[
\sqrt{n}(\bar{F}_{Y|\mathcal{C}}(y) - F_{Y|\mathcal{C}}(y)) = \sup_{a \in [0, y]} \sqrt{n}(\bar{F}_{Y|\mathcal{C}}(a) - F_{Y|\mathcal{C}}(a))
\]
\[
\geq \sup_{a \in \mathcal{Y}^*} \sqrt{n}(\bar{F}_{Y|\mathcal{C}}(a) - F_{Y|\mathcal{C}}(a))
\]
\[
= \sup_{a \in \mathcal{Y}^*} \sqrt{n}(\bar{F}_{Y|\mathcal{C}}(a) - F_{Y|\mathcal{C}}(a)) \stackrel{d}{\rightarrow} \Psi_0(a) \quad \text{(A.19)}
\]

where the first line follows by definition of $\bar{F}_{Y|\mathcal{C}}(y)$, the second line follows by that $\mathcal{Y}^* \subseteq [0, y]$, then third line follows by that $F_{Y|\mathcal{C}}(a) = F_{Y|\mathcal{C}}(y)$ for all $a \in \mathcal{Y}^*$ and the last line follows by continuous
mapping theorem. Therefore, (A.19) implies that for any \( c \in \mathbb{R} \),

\[
\limsup P \left( \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(y) - F_{Y \mid \epsilon}(y)) \leq c \right) \leq P \left( \sup_{a \in \mathcal{Y}^*} \Psi_0(a) \leq c \right)
\]  

(A.20)

Next, following the same argument in their proof, we can show that for any \( \epsilon > 0 \) and for any \( c \in \mathbb{R} \),

\[
\liminf P \left( \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(y) - F_{Y \mid \epsilon}(y)) \leq c \right) \geq P \left( \sup_{a \in \mathcal{Y}^*} \Psi_0(a) \leq c \right) - \epsilon.
\]  

(A.21)

Then by (A.21) and by the fact that \( \epsilon \) is arbitrary, we have for any \( c \in \mathbb{R} \),

\[
\liminf P \left( \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(y) - F_{Y \mid \epsilon}(y)) \leq c \right) \geq P \left( \sup_{a \in \mathcal{Y}^*} \Psi_0(a) \leq c \right).
\]  

(A.22)

(A.20) and (A.22) together imply that

\[
P \left( \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(y) - F_{Y \mid \epsilon}(y)) \leq c \right) = P \left( \sup_{a \in \mathcal{Y}^*} \Psi_0(a) \leq c \right).
\]  

(A.23)

or equivalently \( \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(y) - F_{Y \mid \epsilon}(y)) \overset{d}{\rightarrow} \sup_{a \in \mathcal{Y}^*} \Psi_0(a) \). Then this part of proof can be done when we claim that \( \sup_{a \in \mathcal{Y}^*} \Psi(a) = \Psi(y) + o_p(1) \). Recall that \( \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(a) - F_{Y \mid \epsilon}(y)) \) is stochastically equicontinuous w.r.t. \( \rho_0(y_1, y_2) = \{ E[\psi_0(W, y_1) - \psi_0(W, y_2)]^2 \}_{1/2} \) that is dominated by \( \nu_0(y_1, y_2) = |F_{Y \mid \epsilon}(y_1) - F_{Y \mid \epsilon}(y_2)|^{1/2} \). For \( a \in \mathcal{Y}^* \), \( |F_{Y \mid \epsilon}(y) - F_{Y \mid \epsilon}(a)| = 0 \) which implies that \( \nu_0(y, a) = 0 \) and \( \rho_0(y, a) = 0 \) iff \( E[\psi_0(W, y) - \psi_0(W, a)]^2 = 0 \) which further implies that \( \text{Var}(\Psi_0(y) - \Psi_0(a)) = 0 \) for all \( a \in \mathcal{Y}^* \). By continuous mapping theorem, we have \( \sup_{a \in \mathcal{Y}^*} \Psi_0(y) - \Psi_0(a) = o_p(1) \) and this is sufficient to show that \( \sup_{a \in \mathcal{Y}^*} \Psi_0(a) \overset{d}{\rightarrow} \Psi_0(y) \) in that \( \sup_{a \in \mathcal{Y}^*} \Psi_0(a) - \Psi_0(y) = o_p(1) \). By Lemma 1.5.4 and Theorem 1.5.7 of van der Vaart and Wellner (1996), we have shown that \( \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(\cdot) - F_{Y \mid \epsilon}(\cdot)) \Rightarrow \Psi_0(\cdot) \).

We claim that \( \sup_{y \in \mathcal{Y}} \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(y) - 1) = o_p(1) \). Note that \( \sup_{y \in \mathcal{Y}} \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(y) - 1) \) is numerically identical to \( \sup_{y \in \mathcal{Y}} \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(\cdot) - 1) \). By previous argument, we have \( \sup_{y \in \mathcal{Y}} \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(\cdot) - 1) \overset{d}{\rightarrow} \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(\cdot)) \). By definition of \( \tilde{F}_{Y \mid \epsilon}(\cdot) \), we have \( \tilde{F}_{Y \mid \epsilon}(\cdot) = 1 \). Therefore, \( \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(\cdot) - 1) = 0 \) and \( \sup_{y \in \mathcal{Y}} \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(\cdot) - 1) = o_p(1) \). Last, \( \tilde{F}_{Y \mid \epsilon}(y) = \tilde{F}_{Y \mid \epsilon}(y) / \hat{B}_0 \) where \( \hat{B}_0 = \sup_{y \in \mathcal{Y}} \tilde{F}_{Y \mid \epsilon}(y) \).

Then uniformly over \( y \in \mathcal{Y} \),

\[
\sqrt{n} (\tilde{F}_{Y \mid \epsilon}(y) - F_{Y \mid \epsilon}(y)) = \sqrt{n} \left( \frac{\tilde{F}_{Y \mid \epsilon}(y) - F_{Y \mid \epsilon}(y)}{\hat{M}_0} \right)
\]  

(A.24)

where the second line follows from a mean-valued expansion and the fact that \( \hat{M}_0 \overset{p}{\rightarrow} 1 \) and the last line follows that \( 0 \leq F_{Y \mid \epsilon}(y) \leq 1 \) and \( \sqrt{n}(\hat{M}_0 - 1) = \sup_{y \in \mathcal{Y}} \sqrt{n} (\tilde{F}_{Y \mid \epsilon}(y) - 1) + o_p(1) \). Therefore, (A.24)
and the fact that $\sqrt{n}(\hat{F}_{Y\mid X}(\cdot) - F_{Y\mid X}(\cdot)) \Rightarrow \Psi_0(\cdot)$ imply that $\sqrt{n}(\hat{F}_{Y\mid Z}(\cdot) - F_{Y\mid Z}(\cdot)) \Rightarrow \Psi_0(\cdot)$. The proof for $\hat{F}_{Y\mid C}(\cdot)$ is similar and we omit it for brevity. These complete the proof of Theorem 3.1. ■

Proof of Theorem 3.2: The result follows when we apply the functional delta method to the quantile map, e.g., Section 3.9 of van der Vaart and Wellner (1996).

Proof of Theorem 4.1: The proofs are similar to those for Lemma 4.1 of DH, so we omit them for brevity.

Proof of Theorem 4.2: The proofs are similar to those for Theorem 4.5 of DH, so we omit them for brevity.

Proof of Theorem 5.1: The proofs are similar to those for Theorem 3.1 and Theorem 3.2, so we omit them for brevity.

B Proof of Lemmas

Proof of Lemma 2.1: The proof is an application of Theorem 3.1 of Abadie (2003) and can be done by defining $g(Y, D, X) = 1(Y \leq y)$ for each $y \in Y$.

Proof of Lemma 4.1: The proofs are similar to those for Lemma 4.1 of DH, so we omit them for brevity.

Proof of Lemma 4.2: By the same arguments for Lemma 4.4 of DH, we can show that

$$
\sup_{y \in [\text{low}, \text{high}]} |\hat{f}_{Y\mid C}(y) - f_{Y\mid C}(y)| = o_p(1). \tag{B.1}
$$

Given that $b_n$ converges to 0, $\inf_{y \in [\text{low}, \text{high}]} f_{Y\mid C}(y) \geq \delta$ by Assumption 3.6(ii) and (B.1), we have $\inf_{y \in [\text{low}, \text{high}]} f_{Y\mid C}(y) \geq b_n$ with probability one. This implies that

$$
\sup_{y \in [\text{low}, \text{high}]} |\hat{f}_{Y\mid C}(y) - f_{Y\mid C}(y)| = o_p(1). \tag{B.2}
$$

(B.1), (B.2) and the triangular inequality show Lemma 4.2.

Proof of Lemma 5.1: We replace $Y$ with $(D - 1) \cdot 1(Y \leq y)$ in (2) of DHL. To be more specific, we let $W(z) \equiv D(z)(D(z) - 1)1(Y(1) \leq y) + (1 - D(z))(D(z) - 1)1(Y(0) \leq y)$ and it is true that $W(z) \equiv (D(z) - 1)1(Y(0) \leq y)$ because $D(z)(D(z) - 1) = 0$ and $(1 - D(z))(D(z) - 1) = -(1 - D(z))^2 = -(1 - D(z))$. Let $W \equiv W(Z) = ZW(1) + (1 - Z)W(0)$ and it is easy to see that $W = (D - 1) \cdot 1(Y(0) \leq y) = (D - 1) \cdot 1(Y \leq y)$. Then we have

$$
E[W(1) - W(0) | Z = 1] = E\left[((D(1) - 1) - (D(0) - 1)) \cdot 1(Y(0) \leq y) | Z = 1\right]
$$

$$
= E\left[(D(1) - D(0)) \cdot 1(Y(0) \leq y) | Z = 1\right]
$$

$$
= E\left[1(Y(0) \leq y) | Z = 1\right] \cdot E[D(1) - D(0) | Z = 1].
$$

35
Note that among the group of compliers, \( D = 1 \) iff \( Z = 1 \), so \( F_t = E[1(Y(0) \leq y)|C, D = 1] = E[1(Y(0) \leq y)|C, Z = 1] \). Therefore, we have

\[
E[1(Y(0) \leq y)|C, D = 1] = \frac{E[W(1) - W(0)|Z = 1]}{E[D(1) - D(0)|Z = 1]}.
\]

Therefore, if we treat \( Z \) as the primary treatment, and \( W \) and \( D \) as the outcomes of interest, then \( E[W(1) - W(0)|Z = 1] \) is the ATT of \( Z \) on \( W \), and \( E[D(1) - D(0)|Z = 1] \) is the ATT of \( Z \) on \( D \). Hence,

\[
E[W(1) - W(0)|Z = 1] = E\left[q(X) \left( \frac{Z(D - 1)1(Y \leq y)}{q(X)} - \frac{Z(D - 1)1(Y \leq y)}{1 - q(X)} \right) \right]/P(Z = 1),
\]

\[
E[D(1) - D(0)|Z = 1] = E\left[q(X) \left( \frac{Z(D - 1)}{q(X)} - \frac{Z(D - 1)}{1 - q(X)} \right) \right]/P(Z = 1) = \Gamma_0^1/P(Z = 1),
\]

and the identification of \( E[1(Y(0) \leq y)|C, D = 1] \) follows. To show the identification of \( E[1(Y(1) \leq y)|C, D = 1] \), we just need to apply the same argument to \( D \cdot 1(Y \leq y) \) and we omit the proof for brevity of the paper.
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<table>
<thead>
<tr>
<th>n</th>
<th>100</th>
<th>400</th>
<th>900</th>
<th>1600</th>
</tr>
</thead>
<tbody>
<tr>
<td>F_{y1c}</td>
<td>0.144</td>
<td>0.135</td>
<td>0.106</td>
<td>0.933</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>-0.001</td>
<td>0.107</td>
<td>0.086</td>
<td>0.852</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>0.016</td>
<td>0.139</td>
<td>0.109</td>
<td>0.942</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>-0.004</td>
<td>0.106</td>
<td>0.085</td>
<td>0.863</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>-0.007</td>
<td>0.143</td>
<td>0.111</td>
<td>0.939</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.001</td>
<td>0.111</td>
<td>0.089</td>
<td>0.868</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>-0.010</td>
<td>0.146</td>
<td>0.114</td>
<td>0.933</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.003</td>
<td>0.110</td>
<td>0.088</td>
<td>0.872</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.008</td>
<td>0.183</td>
<td>0.145</td>
<td>0.897</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.013</td>
<td>0.186</td>
<td>0.147</td>
<td>0.897</td>
</tr>
<tr>
<td>Spec 1: ( q(x) = 0.4 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F_{y0c}</td>
<td>0.014</td>
<td>0.135</td>
<td>0.106</td>
<td>0.933</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>-0.001</td>
<td>0.107</td>
<td>0.086</td>
<td>0.852</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>0.016</td>
<td>0.139</td>
<td>0.109</td>
<td>0.942</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>-0.004</td>
<td>0.106</td>
<td>0.085</td>
<td>0.863</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>-0.007</td>
<td>0.143</td>
<td>0.111</td>
<td>0.939</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.001</td>
<td>0.111</td>
<td>0.089</td>
<td>0.868</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>-0.010</td>
<td>0.146</td>
<td>0.114</td>
<td>0.933</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.003</td>
<td>0.110</td>
<td>0.088</td>
<td>0.872</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.008</td>
<td>0.183</td>
<td>0.145</td>
<td>0.897</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.013</td>
<td>0.186</td>
<td>0.147</td>
<td>0.897</td>
</tr>
<tr>
<td>Specification 1: ( q(x) = [1 + \exp(1 - x)]^{-1} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F_{y0c}</td>
<td>0.013</td>
<td>0.133</td>
<td>0.105</td>
<td>0.941</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>-0.001</td>
<td>0.124</td>
<td>0.099</td>
<td>0.841</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>0.027</td>
<td>0.152</td>
<td>0.125</td>
<td>0.956</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>-0.004</td>
<td>0.118</td>
<td>0.094</td>
<td>0.865</td>
</tr>
<tr>
<td>Q_{y0c}</td>
<td>0.001</td>
<td>0.127</td>
<td>0.101</td>
<td>0.836</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>-0.019</td>
<td>0.162</td>
<td>0.127</td>
<td>0.926</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.003</td>
<td>0.120</td>
<td>0.096</td>
<td>0.866</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.008</td>
<td>0.189</td>
<td>0.149</td>
<td>0.896</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.021</td>
<td>0.180</td>
<td>0.160</td>
<td>0.879</td>
</tr>
<tr>
<td>Specification 3: ( q(x) = [1 + \exp(1 - l + x)]^{-1} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F_{y0c}</td>
<td>0.014</td>
<td>0.137</td>
<td>0.108</td>
<td>0.943</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>0.000</td>
<td>0.100</td>
<td>0.080</td>
<td>0.852</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>0.014</td>
<td>0.132</td>
<td>0.105</td>
<td>0.943</td>
</tr>
<tr>
<td>F_{y1c}</td>
<td>-0.002</td>
<td>0.100</td>
<td>0.080</td>
<td>0.861</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>-0.007</td>
<td>0.145</td>
<td>0.113</td>
<td>0.936</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.000</td>
<td>0.105</td>
<td>0.084</td>
<td>0.877</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>-0.009</td>
<td>0.141</td>
<td>0.110</td>
<td>0.930</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.002</td>
<td>0.104</td>
<td>0.084</td>
<td>0.879</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.008</td>
<td>0.180</td>
<td>0.142</td>
<td>0.893</td>
</tr>
<tr>
<td>Q_{y1c}</td>
<td>0.011</td>
<td>0.177</td>
<td>0.139</td>
<td>0.895</td>
</tr>
</tbody>
</table>

IBIAS = Integrated bias. RIMSE = Root integrated mean squared error. IMAE = Integrated mean absolute error. 1UCR = One-sided uniform coverage rate. 2UCR = Two-sided uniform coverage rate.
| Specification | $q(x)$ | $F_0$ | $Y_0$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ |
|--------------|--------|-------|-------|-----------|-----------|-----------|----------|----------|-----------|-----------|-----------|----------|----------|-----------|-----------|----------|----------|----------|-----------|-----------|----------|----------|----------|-----------|-----------|
| Speciﬁcation 1: | $q(x)$ | $F_0$ | $Y_0$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ |
| Speciﬁcation 2: | $q(x)$ | $F_0$ | $Y_0$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ |
| Speciﬁcation 3: | $q(x)$ | $F_0$ | $Y_0$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ | $I_{BIAS}$ | $R_{IMSE}$ | $I_{MAE}$ | $1_{UCR}$ | $2_{UCR}$ |

$I_{BIAS}$ = Integrated bias. $R_{IMSE}$ = Root integrated mean squared error. $I_{MAE}$ = Integrated mean absolute error. $1_{UCR}$ = One-sided uniform coverage rate. $2_{UCR}$ = Two-sided uniform coverage rate.
Table 3: Descriptive Statistics

<table>
<thead>
<tr>
<th></th>
<th>1990</th>
<th></th>
<th>2000</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All Twin Birth</td>
<td>Twin Birth</td>
<td>All Twin Birth</td>
<td>Twin Birth</td>
</tr>
<tr>
<td>Observations</td>
<td>602,767</td>
<td>6,524</td>
<td>596,243</td>
<td>573,437</td>
</tr>
<tr>
<td>Number of children</td>
<td>1.93</td>
<td>2.53</td>
<td>1.92</td>
<td>1.88</td>
</tr>
<tr>
<td>At least two children</td>
<td>64.92%</td>
<td>100.00%</td>
<td>64.52%</td>
<td>61.73%</td>
</tr>
<tr>
<td>Mother</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years</td>
<td>29.79</td>
<td>29.99</td>
<td>29.79</td>
<td>30.06</td>
</tr>
<tr>
<td>Years of education</td>
<td>12.90</td>
<td>12.94</td>
<td>12.90</td>
<td>12.93</td>
</tr>
<tr>
<td>Black</td>
<td>6.37%</td>
<td>7.54%</td>
<td>6.36%</td>
<td>7.33%</td>
</tr>
<tr>
<td>Asian</td>
<td>3.23%</td>
<td>2.76%</td>
<td>3.23%</td>
<td>4.48%</td>
</tr>
<tr>
<td>Currently at work</td>
<td>57.74%</td>
<td>53.64%</td>
<td>57.79%</td>
<td>56.37%</td>
</tr>
<tr>
<td>Usual hours per week</td>
<td>24.55</td>
<td>23.01</td>
<td>24.56</td>
<td>25.16</td>
</tr>
<tr>
<td>Week worked</td>
<td>28.78</td>
<td>26.38</td>
<td>28.81</td>
<td>29.79</td>
</tr>
<tr>
<td>Wage or salary income last year</td>
<td>8,958</td>
<td>8,203</td>
<td>8,967</td>
<td>14,210</td>
</tr>
<tr>
<td>Father</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years</td>
<td>32.54</td>
<td>32.81</td>
<td>32.54</td>
<td>32.93</td>
</tr>
<tr>
<td>Years of education</td>
<td>13.08</td>
<td>13.18</td>
<td>13.08</td>
<td>12.89</td>
</tr>
<tr>
<td>Black</td>
<td>6.70%</td>
<td>7.82%</td>
<td>6.68%</td>
<td>8.03%</td>
</tr>
<tr>
<td>Asian</td>
<td>2.89%</td>
<td>2.40%</td>
<td>2.90%</td>
<td>4.04%</td>
</tr>
<tr>
<td>Currently at work</td>
<td>89.73%</td>
<td>89.03%</td>
<td>89.74%</td>
<td>85.11%</td>
</tr>
<tr>
<td>Usual hours per week</td>
<td>43.97</td>
<td>44.06</td>
<td>43.97</td>
<td>43.86</td>
</tr>
<tr>
<td>Week worked</td>
<td>47.33</td>
<td>47.01</td>
<td>47.33</td>
<td>47.05</td>
</tr>
<tr>
<td>Wage or salary income last year</td>
<td>26,977</td>
<td>28,012</td>
<td>26,965</td>
<td>37,989</td>
</tr>
<tr>
<td>Parents</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wage or salary income last year</td>
<td>35,935</td>
<td>36,215</td>
<td>35,932</td>
<td>52,200</td>
</tr>
</tbody>
</table>

Data from the 1% and 5% PUMS in 1990 and 2000. The sample consists of married mothers between 21 and 35 years of age with at least one child. Own calculations using the PUMS sample weights.
Figure 4: LQTE of Having More than One Child on Family Income in 2000
Figure 5: LQTT of Having More than One Child on Family Income in 2000
Figure 6: LQTE in 2000, Above the 8th Decile
Figure 7: LQTT in 2000, Above the 8th Decile
Figure 8: LQTE of Having More than One Child on Family Income in 1990
Figure 9: LQTT of Having More than One Child on Family Income in 1990