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Abstract

We consider using the area under an empirical receiver operating characteristic (ROC) curve to test the hypothesis that a predictive index combined with a range of cutoffs performs no better than pure chance in forecasting a binary outcome. This corresponds to the null hypothesis that the area in question, denoted as AUC, is 1/2. We show that if the predictive index comes from a first stage regression model estimated over the same data set, then testing the null based on standard asymptotic normality results leads to severe size distortion in general settings. We then analytically derive the proper asymptotic null distribution of the empirical AUC in a special case; namely, when the first stage regressors are Bernoulli random variables. This distribution can be utilized to construct a fully in-sample test of $H_0: \text{AUC} = 1/2$ with correct size and more power than out-of-sample tests based on sample splitting, though practical application becomes cumbersome with more than two regressors.
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1 Introduction

The empirical receiver operating characteristic (ROC) curve is a standard statistical tool used to evaluate the performance of a binary classifier composed of a predictive index (signal) and a cutoff that determines whether a given index value corresponds to a positive or negative outcome prediction. Varying the cutoff induces a tradeoff between the probability of producing a true positive vs. false positive prediction; the ROC curve gives a complete summary of these tradeoffs. The concept originates from the engineering literature on signal detection (e.g., Green and Swets 1966, Egan 1975), but is now routinely employed in fields such as medical diagnostics, meteorology, pattern recognition, etc. In recent years ROC analysis has become more common in financial and economic applications as well.

There are a number of statistics associated with an ROC curve that characterize the performance of the underlying forecasting model in various ways; see, e.g., Pepe (2003, Ch. 4). The area under the curve (AUC), in particular, can be thought of as a measure of overlap between the conditional distributions of the predictive index in the positive vs. the negative state. If there is no overlap at all (i.e., the signal perfectly discriminates), then the theoretical AUC is 1, while if there is perfect overlap (i.e., the signal is not informative), then AUC is 1/2. This last result is due to the fact that if the signal is statistically independent of the outcome, the population ROC curve coincides with the 45\degree diagonal of the unit square.

Though its relevance is sometimes debated (e.g., Hand 2009), AUC is ubiquitous as a statistic to characterize the overall predictive power of binary forecasting models much like an $R^2$ statistic is used to gauge the fit of a linear regression. As well known, an $R^2$ close to zero means that the regressors are not capable of explaining the variation in the dependent variable. Similarly, an empirical AUC close to 1/2 means that the classifier is no better than flipping an unbalanced coin. Hence, rejection of the null that AUC = 1/2 constitutes as low a bar as one can set for the usefulness of a binary prediction model.

There are well-known results in the statistical literature that describe the asymptotic distribution of the empirical AUC (Bamber 1975) or the difference between two empirical AUCs (DeLong et al. 1988). The setting in which these results are derived assumes that the signal used in constructing the ROC curve is either directly observed (it is ‘raw data’) or it
is a fixed (non-random) function of raw data. In such a setting the area under the empirical ROC curve is closely related to the Mann-Whitney U-statistic, whose asymptotic distribution theory is well developed (e.g., Lehmann 1999, Ch. 3, 6). Nevertheless, in many practical applications binary forecasts are derived from predictive indices that are themselves outputs of a statistical model with pre-estimated parameters. For example, given a multitude of potential predictors, a researcher may first estimate the conditional probability of a positive outcome using a logit regression or a linear probability model, and then use the fitted values as a predictive index to construct an ROC curve over the same sample.

The first contribution of this paper is to demonstrate, both analytically and through simulations, that such first-stage estimation has nontrivial implications for how one should conduct in-sample tests of the hypothesis that $AUC = 1/2$ versus $AUC > 1/2$. In particular, the standard asymptotic normality result for the empirical AUC fails, and the traditional test based on it is severely oversized. Intuitively speaking, the problem is that even with uninformative predictors, first stage estimation tends to find pure chance patterns in the data, and ‘overfits’ the model in a way that artificially boosts the area under the in-sample ROC curve.

We contend that the problems arising from pre-estimation are not well understood in the applied literature. For example, in an influential paper, published in a top economics journal, Schularik and Taylor (2012) predict financial crisis episodes in various countries by regressing a crisis indicator on lagged credit growth, country fixed effects, etc. In evaluating their model they state that “[t]he AUC provides a simple test against the null value of 0.5 with an asymptotic normal distribution, and for our baseline model [the in-sample] AUC=0.717 with a standard error of just 0.0349” (emphasis added). As we will show, the asymptotic distribution is non-normal in this situation, and the reported standard errors are likely to be downward biased. Thus, judging whether the empirical AUC is significantly different from 1/2 based on a standard $t$-test can be very misleading.

A paper that points out a problem similar to ours is Demler et al. (2012). The authors are concerned with using the DeLong et al. (1988) test to compare the in-sample AUCs of nested models with pre-estimated parameters. They observe the failure of the asymptotic normality
of the estimated AUC differential under the null of no improvement, but their results do not encompass ours for a number of reasons. Most importantly, their model comparison does not include the special case in which the smaller model is degenerate (the authors are actually not very clear about this point). What they find is that pre-estimation causes the DeLong test to be overly conservative, i.e., it often fails to recognize improvements in predictive power. While this may be true when the smaller model is already informative, it stands in stark contrast with the case where the benchmark is ‘no predictive power’. Instead of being conservative, the traditional test (equivalent to the DeLong test) severely overrejects, making it look as if the model easily beats this benchmark. Thus, if a researcher naively extrapolates the Demler et al. (2012) findings to this case, she will trust a rejection even more, because she will believe it was made by a conservative test!\footnote{We conjecture that the conservativeness result by Demler et al. (2012) is overturned already when the smaller model has weak predictive power rather than none. We do not investigate this conjecture here.}

Our second major contribution is more constructive. We analytically characterize the asymptotic null distribution of the empirical AUC in the special case where the first stage model is a logit regression and the regressors are Bernoulli random variables. (The results apply equally to a first stage OLS regression or linear discriminant analysis.) While our characterization, in principle, allows for any number of Bernoulli predictors, it will be clear that writing down the asymptotic distribution explicitly becomes very cumbersome as the number of regressors increases. We therefore state the asymptotic distribution of the empirical AUC completely explicitly only in the two-regressor case. We also present Monte Carlo simulations to assess the quality of our asymptotic approximations.

From a practical standpoint, our results make it obvious that traditional tests of $H_0 : \text{AUC} = 1/2$ can be very misleading when some model parameters are estimated in-sample. Nevertheless, there are ways to get around this problem in practice. The easiest solution is to estimate the predictive model on a training sample, and to test it on an independent evaluation sample. Traditional inference based on asymptotic normality remains valid in this case.

Our third contribution, therefore, is to investigate the relative merits of in-sample vs. out-of-sample tests of $H_0 : \text{AUC} = 1/2$. As we show through simulations, splitting the
sample entails a non-trivial power loss, and whenever applicable, our analytical results help avoid this loss by facilitating valid in-sample inference using all available observations. We also provide an empirical illustration using German loan data (the outcome to be predicted is the borrower’s standing). These stylized exercises focus on the case with two Bernoulli regressors as the asymptotic theory is best developed in this (admittedly limited) setting.

The rest of the paper is organized as follows. We introduce the ROC curve and the standard test of $\text{AUC} = 1/2$ in Section 2. Section 3 documents and explains the failure of this test for models with parameters pre-estimated over the same sample. In Section 4 we derive the asymptotic distribution of the empirical AUC in the special setting discussed above. Section 5 presents Monte Carlo evidence on (i) the accuracy of our asymptotic approximation (Section 5.1); and (ii) the power of in-sample vs. out-of-sample tests of $H_0$ (Section 5.2). We present the illustrative application in Section 6. Section 7 concludes. Proofs are provided in a technical Appendix.

2 Binary predictors and the ROC curve

2.1 The population ROC curve and AUC

Let $Y \in \{0, 1\}$ be a binary outcome. Given a $d$-dimensional vector $X$ of covariates (predictors), a classifier is a function that maps the possible values of $X$ into $\{0, 1\}$, i.e., produces a point forecast of $Y$ based on $X$. We will also refer to classifiers as binary predictors or decision rules. Classifiers based on ‘cutoff rules’ arise naturally in many situations and are particularly important in practice. These are of the form

$$\hat{Y}(c) = 1(g(X) > c),$$

where $g : \mathbb{R}^k \to \mathbb{R}$ is a fixed real valued function that maps $X$ into scalar predictive index $g(X)$, and $c$ is a cutoff for predicting one vs. zero.

**Example 1** If a test result $X$ exceeds a certain threshold $c$, a doctor issues a positive diagnosis, otherwise a negative one. Here $g(X) = X$. Whether the condition is actually present ($Y$) is confirmed later on.
**Example 2** Suppose that there is a vector $X$ of predictors. Let $\ell(\hat{y}, y)$ be a loss function that specifies the cost of predicting $Y = \hat{y} \in \{0, 1\}$ when the actual outcome is $Y = y \in \{0, 1\}$. For any given $X$ the prediction that minimizes expected loss can be obtained by solving

$$\min_{\hat{y} \in \{0, 1\}} E[\ell(\hat{y}, Y) \mid X].$$

If $\ell(1, 1) < \ell(0, 1)$ and $\ell(0, 0) < \ell(1, 0)$, then it is straightforward to show that the optimal decision rule is of the form

"predict the outcome 1 if and only if $P(Y = 1 \mid X) > c$",

where the cutoff $c \in (0, 1)$ depends only on the loss function $\ell$ (see, e.g., Elliott and Lieli 2013). Thus, cutoff rules are theoretically optimal in a wide range of settings, and the information content of $X$ about $Y$ is best summarized by the conditional probability $g(X) = P(Y = 1 \mid X)$. This is an intuitive reason why AUC, the area under the ROC curve, is considered an overall measure of classification performance.

If one varies the cutoff $c$ in (1) between plus and minus infinity, the pair of probabilities

$$(F(c), T(c)) = \left(P(\hat{Y}(c) = 1 \mid Y = 0), P(\hat{Y}(c) = 1 \mid Y = 1)\right),$$

called the false positive rate and true positive rate, respectively, trace out the population ROC curve in the unit square $[0, 1] \times [0, 1]$. For a given false positive rate one would generally like to maximize the true positive rate and, conversely, for a given true positive rate, one would like to minimize the false positive rate. Thus, the ‘bulgier’ the ROC curve is toward the northwest, at least for a suitable range of cutoffs, the more informative the underlying index is. This is an intuitive reason why AUC, the area under the ROC curve, is considered an overall measure of classification performance. A typical population ROC curve is shown in Figure 1.

To state a more precise interpretation of AUC, let $Z_1$ and $Z_0$ be two independent random variables with $Z_1 \sim g(X) \mid Y = 1$ and $Z_0 \sim g(X) \mid Y = 0$. Then, as shown by Bamber (1975),

$$\text{AUC} = P(Z_1 > Z_0) + 0.5P(Z_0 = Z_1).$$

\[2\text{In light of Example 2, one can think of the ROC curve as a loss function free way of evaluating the predictive power of } X \text{ for } Y. \text{ It considers all possible cutoffs (i.e., loss functions) simultaneously; hence, it is appropriate in situations in which it is not possible or desirable to commit to a specific loss function.} \]
If, in particular, the (conditional) distribution of \( g(X) \) is continuous, then AUC is simply \( \mathbb{P}(Z_1 > Z_0) \). Thus, AUC gives the probability of a randomly chosen positive outcome to be associated with a higher predictive index than a randomly chosen negative outcome.

Suppose that \( g(X) \) has no predictive power, i.e. that it is independent of \( Y \). In this case \( F(c) = T(c) = \mathbb{P}(g(X) > c) \) for all \( c \in \mathbb{R} \), so that the ROC curve runs along the 45°-diagonal of the unit square and the area under it is 1/2. Intuitively, one can imagine tracing out this degenerate ROC curve by flipping unbalanced coins with various head probabilities and predicting \( Y = 1 \) if head actually occurs.

2.2 The empirical ROC curve and standard inference about AUC

Given a random sample of observations \( \{(X_i, Y_i)\}_{i=1}^n \), the empirical ROC curve is constructed from the empirical false positive rate \( \hat{F}(c) \) and the empirical true positive rate \( \hat{T}(c) \):

\[
\hat{F}(c) = \frac{1}{n_0} \sum_{i=1}^{n} 1(g(X_i) > c)(1 - Y_i) \quad \text{and} \quad \hat{T}(c) = \frac{1}{n_1} \sum_{i=1}^{n} 1(g(X_i) > c)Y_i,
\]

where \( n_1 = \sum_{i=1}^{n} Y_i \) and \( n_0 = n - n_1 \). As \( c \) varies between plus and minus infinity, the pair \( (\hat{F}(c), \hat{T}(c)) \) takes on a finite number of values in the unit square. If successive points are connected by straight line segments, one obtains the empirical ROC curve. The empirical AUC, the area under the empirical ROC curve, is denoted as \( e\text{AUC} \).
The $e$AUC has an interpretation analogous to (2). Let $\{X_{0,i}\}_{i=1}^{n_0}$ and $\{X_{1,j}\}_{j=1}^{n_1}$ denote the predictor values over the $Y = 0$ and $Y = 1$ subsamples, respectively. Define

$$
\hat{U} = \frac{1}{n_0 n_1} \sum_{i=1}^{n_0} \sum_{j=1}^{n_1} 1\{g(X_{0,i}) < g(X_{1,j})\} \quad \text{and} \quad \hat{U}' = \frac{1}{n_0 n_1} \sum_{i=1}^{n_0} \sum_{j=1}^{n_1} 1\{g(X_{0,i}) = g(X_{1,j})\}
$$

(3)

so that $\hat{U}$ is the sample proportion of observation pairs chosen from the two subsamples with $g(X_{0,i}) < g(X_{1,j})$ and $\hat{U}'$ is the sample proportion of ties. Then $eAUC = \hat{U} + 0.5\hat{U}'$. This formula reveals a close relationship between $eAUC$ and the (two-sample) Mann-Whitney $U$-statistic, whose asymptotic theory is well developed (see Bamber 1975, Lehmann 1999, Ch. 3, 6).

The null hypothesis we will focus on testing in the rest of this paper is $H_0 : AUC = 1/2$, using $eAUC$ as the test statistic. More precisely, we will maintain the slightly stronger underlying hypothesis that the predictive index $g(X)$ is statistically independent of the outcome $Y$ because $X$ itself is uninformative about $Y$.\footnote{In theory, it is possible that $g(X)$ is not independent of $Y$ but $AUC=1/2$ because part of the population ROC curve runs below the main diagonal and part of it runs above. However, in this case one could switch to a decision rule with $AUC > 1/2$ simply by flipping the outcome predictions for those cutoffs values for which $T(c) < F(c)$.}

Drawing on the U-statistics literature, Bamber (1975) states a general asymptotic normality result for $eAUC$. If, in particular, $Y$ is independent of $X$, the result can be simplified to

$$
\frac{eAUC - 1/2}{\sqrt{\frac{B n}{4n_0 n_1}}} \approx N(0, 1),
$$

(4)

where $B$ is a suitable constant. For example, if $g(X)$ is continuously distributed, then $B = 1/3$; the general formula and an estimator for $B$ is provided by Bamber (1975).\footnote{Let $Z_1, Z_2$ and $Z_3$ denote independent random variables with the same distribution as $g(X)$. Then, under the null, $B = P(Z_1, Z_2 < Z_3) + P(Z_3 < Z_1, Z_2) - 2P(Z_1 < Z_3 < Z_2)$.}
3 The failure of standard inference about AUC

3.1 First stage models

In Example 2 the optimal index is, theoretically, a fixed function of the covariates. Nevertheless, in practice \( P(Y = 1 \mid X) \) is typically unknown, and needs to be estimated, e.g., by a logit regression or linear probability model. In the first case one approximates the conditional probability function by a logit model, i.e.,

\[
Y = 1(\alpha + X'\beta - U \geq 0),
\]

where the error \( U \) is assumed to follow the logistic distribution and be independent of \( X \). Given a random sample \( \{(X_i, Y_i)\}_{i=1}^n \), the model coefficients can be estimated by maximum likelihood, and are denoted as \( \hat{\alpha}_{ML} \) and \( \hat{\beta}_{ML} \), respectively. The estimated conditional probability that \( Y_i = 1 \) is then given by \( \hat{g}(X_i) = \Lambda(\hat{\alpha}_{ML} + X'_i\hat{\beta}_{ML}), \ i = 1, \ldots, n \), where \( \Lambda(a) = \exp(a)/(1 + \exp(a)) \) is the c.d.f. of the logistic distribution. This estimate serves as a predictive index for \( Y_i \) and can be used in a cutoff rule (1) to construct the sample ROC curve.

In the linear regression case the model is

\[
Y = \alpha + X'\beta + U,
\]

where the error \( U \) is uncorrelated with \( X \). Given a random sample, the model coefficients are estimated by OLS, denoted as \( \hat{\alpha}_{OLS} \) and \( \hat{\beta}_{OLS} \), respectively. The predictive index for the sample outcome \( Y_i \) is the fitted value \( \hat{g}(X_i) = \hat{\alpha}_{OLS} + X'_i\hat{\beta}_{OLS}, \) which can be combined with a cutoff to construct the empirical ROC curve just as above.\(^5\)

As the predictive index \( \hat{g}(X_i) \) contains parameters estimated over the entire sample, the observations \( \{(\hat{g}(X_i), Y_i)\}_{i=1}^n \) are no longer independent, and it is not clear whether the standard asymptotic theory for \( eAUC \) presented in Section 2.2 applies. In particular, under the null of independence, both \( \hat{\beta}_{ML} \) and \( \hat{\beta}_{OLS} \) converge to \( \beta = 0 \) at the rate of \( \sqrt{n} \), but of

\(^5\)If the only goal is ROC analysis, one could simply set the predictive index equal to \( \hat{g}(X_i) = X'_i\hat{\beta} \) in both cases because neither the constant \( \hat{\alpha} \) nor the increasing function \( \Lambda(\cdot) \) affects the sample ROC curve.
course these estimates will never exactly be zero in finite samples. As we will shortly show, this is enough to prevent $eAUC$ from being asymptotically normal.

In the rest of the paper we will focus on logit regression as the first stage predictive model. Nevertheless, all results apply equally to the linear probability model, as the two modeling approaches are asymptotically equivalent under the null in the following sense.

**Lemma 1** Given a random sample of observations $\{(X_i, Y_i)\}_{i=1}^n$, the estimated coefficients from a logit/linear regression of $Y \in \{0, 1\}$ on a constant and $X \in \mathbb{R}^d$ as are defined as:

$$
(\hat{\alpha}_{ML}, \hat{\beta}'_{ML}) = \arg \max_{a,b} \frac{1}{n} \sum_{i=1}^n Y_i \log(\Lambda(a + X'_i b)) + (1 - Y_i) \log(1 - \Lambda(a + X'_i b)),
$$

$$
(\hat{\alpha}_{OLS}, \hat{\beta}'_{OLS}) = \arg \min_{a,b} \frac{1}{n} \sum_{i=1}^n (Y_i - a - X'_i b)^2.
$$

If $Y$ is independent of $X$, then there exists $C > 0$ such that

$$
(\hat{\alpha}_{ML}, \hat{\beta}'_{ML}) = C \cdot (\hat{\alpha}_{OLS}, \hat{\beta}'_{OLS}) + o_p(n^{-1/2}).
$$

Indeed, Lemma 1 makes it possible to draw on convenient formulas from linear regression theory even when the first stage model is logit regression. In order to simplify notation, we will henceforth drop the ML subscript and write $\hat{\alpha}$ and $\hat{\beta}$ for the estimated logit regression coefficients.

### 3.2 Intuition and analytical examples

Let $X$ be a scalar predictor and consider the empirical ROC curves induced by the decision rules

$$
\text{Rule}(+X): \hat{Y}_i(c) = 1(X_i > c) \quad \text{and} \quad \text{Rule}(-X): \hat{Y}_i(c) = 1(-X_i > c).
$$

Let $eAUC_X$ denote the area under the former and $eAUC_{-X}$ the area under the latter ROC curve. It is not hard to show that the two curves are symmetric about the point $(1/2, 1/2)$ so that $eAUC_X = 1 - eAUC_{-X}$, i.e., $eAUC_X > 1/2 \iff eAUC_{-X} < 1/2$. The asymptotic null distribution (4) applies to $eAUC_X$ as well as $eAUC_{-X}$.

---

6Clearly, all subsequent results continue to hold if one replaces the logit link function with a probit link.
Given \( g(x) = \Lambda(\alpha + \beta x) \), the decision rule \( 1(g(X_i) > c) \) is clearly equivalent to \( 1(X_i > c) \) for any \( \beta > 0 \) and to \( 1(-X_i > c) \) for any \( \beta < 0 \). Now suppose that we let a logit regression of \( Y \) on \( X \) “pick” the value of \( \alpha \) and \( \beta \) as described above.\(^7\) The predictive index for the sample outcome \( Y_i \) is hence \( \hat{g}(X_i) = \Lambda(\hat{\alpha} + \hat{\beta}X_i) \), where

\[
\hat{\beta} = C \cdot \frac{\sum_{i=1}^{n}(Y_i - \bar{Y})(X_i - \bar{X})}{\sum_{i=1}^{n}(X_i - \bar{X})^2} + o_p(n^{-1/2}) = C \cdot \frac{\bar{Y}(1 - \bar{Y})(\bar{X}_1 - \bar{X}_0)}{\text{Var}(X)} + o_p(n^{-1/2})
\] (6)

with \( \bar{Y} \) denoting the full sample mean of \( Y \), and \( \bar{X}_j \) the sample mean of \( X \) in the \( Y = j \) subsample, \( j = 0, 1 \). These formulas follow from standard expressions for the OLS estimator and Lemma 1.

Thus, as a result of first stage estimation, the cutoff rule \( 1(\hat{g}(X_i) > c) \) becomes a “mixture” between Rule(\(+X\)) and Rule(\(-X\)), in accordance with the sign of \( \hat{\beta} \), regardless of how small \( \hat{\beta} \) is in absolute value.\(^8\) Let \( e\text{AUC}_M \) denote the area under the associated ROC curve (the subscript \( M \) stands for mixture or model). Clearly,

\[
e\text{AUC}_M = (e\text{AUC}_X) \cdot 1(\hat{\beta} > 0) + (e\text{AUC}_{-X}) \cdot 1(\hat{\beta} < 0).
\] (7)

While \( e\text{AUC}_X \) and \( e\text{AUC}_{-X} \) are both asymptotically normal under the null, this is generally not true for \( e\text{AUC}_M \). The reason is that the sign of \( \hat{\beta} \) is correlated with the in-sample classification performance of Rule(\(+X\)) versus Rule(\(-X\)). That is, \( \hat{\beta} \) is likely to be positive when \( e\text{AUC}_X > 1/2 \) and negative when \( e\text{AUC}_{-X} > 1/2 \). More specifically, if \( X \) and \( Y \) are independent, Rule(\(+X\)) and Rule(\(-X\)) are equally useless in the population, but in finite samples one of the rules will still slightly outperform the other just by random variation. While the absolute value of \( \hat{\beta} \) approaches zero, the sign of \( \hat{\beta} \) will still correspond to the better of the two rules. Therefore, \( e\text{AUC}_M \) is unlikely to fall below \( 1/2 \), i.e., the distribution of \( e\text{AUC}_M \) cannot be symmetric around \( 1/2 \).

We formally illustrate the intuition outlined above in two special cases: when \( X \) itself is binary and when \( X \) is uniform over [0,1].

\(^7\)Of course, when \( X \) is a scalar predictor, there is no practical reason to run such a preliminary regression. We consider this setting because it offers the simplest way to explain why the asymptotic normality of \( e\text{AUC} \) fails with pre-estimation.

\(^8\)By the law of the iterated logarithm, the probability of the event \( \hat{\beta} = 0 \) is asymptotically zero even as \( \hat{\beta} \) converges to zero in probability under the null. We will therefore ignore this event.
Example 3 Suppose that $X \in \{0, 1\}$. For Rule$(X)$, the pair $(\hat{F}(c), \hat{T}(c))$ takes on three possible values: $(1, 1)$, $(0, 0)$ and $(\hat{F}_X, \hat{T}_X)$, where

$$\hat{F}_X = \frac{1}{n_0} \sum_{i=1}^{n} X_i (1 - Y_i) \quad \text{and} \quad \hat{T}_X = \frac{1}{n_1} \sum_{i=1}^{n} X_i Y_i.$$ 

One obtains the empirical ROC curve by connecting these points by a straight line; see Figure 2 for illustration. It is easy to verify that the area under the ROC curve is given by

$$\text{AUC}_X = \frac{1}{2} + \frac{(T_X - F_X)}{2}.$$ 

As $\hat{T}_X = \bar{X}_1$ and $\hat{F}_X = \bar{X}_0$, the second formula for $\hat{\beta}$ in display (6) implies

$$\mathbb{P}[\text{sign}(\hat{\beta}) = \text{sign}(e\text{AUC}_X - 1/2)] \to 1; \quad (8)$$

see Appendix A.2 for a formal proof. In other words, the events $\hat{\beta} > 0$ and $e\text{AUC}_X > 1/2$ are asymptotically perfectly correlated. It follows that $\sqrt{n}(e\text{AUC}_M - 1/2)$ is almost always strictly greater than zero and its limit distribution is given by the absolute value of a normal random variable. To see this formally, one can start from equation (7) to show that

$$e\text{AUC}_M = (e\text{AUC}_X) \cdot 1(\hat{\beta} > 0) + (1 - e\text{AUC}_X) \cdot 1(\hat{\beta} < 0) = 1/2 + (e\text{AUC}_X - 1/2)[1(e\text{AUC}_X > 1/2) - 1(e\text{AUC}_X < 1/2)] + o_p(1) = 1/2 + |e\text{AUC}_X - 1/2| + o_p(1).$$

Therefore, by (4),

$$\frac{\sqrt{n}(e\text{AUC}_M - 1/2)}{\sqrt{\frac{B_n}{n_0 n_1}}} \approx \sqrt{\frac{B_n}{n_0 n_1}} \sim |N(0, 1)|.$$ 

Thus, a one-sided t-test of $H_0 : \text{AUC} = 1/2$ vs. $H_1 : \text{AUC} > 1/2$ based naively on (4) is twice as likely to reject the null as the chosen nominal size. 

Example 4 If $X$ is a continuous random variable, $e\text{AUC}_X$ is given by the U-statistic $\hat{U}$, defined in (3), with $g(x) = x$. The general influence function representation of $\hat{U}$ is developed, for example, in Lehmann (1999, Ch. 6). Under the additional assumption that $X$ is uniform $[0, 1]$, and $X$ is independent of $Y$, this representation implies

$$\sqrt{n}(e\text{AUC}_X - 1/2) = \sqrt{n}(\bar{X}_1 - \bar{X}_0) + o_p(1).$$
Then, by the second expression for $\hat{\beta}$ under (6), the sign of $\hat{\beta}$ coincides with the sign of $eAUC_X - 1/2$ with probability approaching one, i.e., the events $\hat{\beta} > 0$ and $eAUC_X > 1/2$ are again perfectly correlated for large $n$. By the same argument as in Example 3, a one-sided $t$-test of $H_0 : AUC = 1/2$ based naively on (4) has asymptotic size twice the chosen nominal size. \(\blacksquare\)

Examples 3 and 4 are special in that the correlation between the events $\hat{\beta} > 0$ and $eAUC_X > 1/2$ is (asymptotically) perfect under the null of independence. Simulations confirm that this is not generally true for other $X$-distributions, resulting in a (small) positive probability that $eAUC_M < 1/2$. Thus, the limit distribution of $\sqrt{n}(eAUC_M - 1/2)$ is not always the absolute value of a mean zero normal, but it is not normal either.

The discussion so far has concentrated on scalar predictors $X$. Nevertheless, the intuition about the first stage regression of $Y$ on $X$ creating spurious matches between the outcomes and the predicted values carries over to the case when $X$ is a vector. The following general result provides further insight.

**Lemma 2** Let $\hat{\alpha} \in \mathbb{R}$ and $\hat{\beta} \in \mathbb{R}^d$ denote the estimated coefficients from a logit regression of $Y \in \{0, 1\}$ on a constant and $X \in \mathbb{R}^d$. Then:

(i) $\hat{\beta} = C \cdot \bar{Y}(1 - \bar{Y})\hat{M}^{-1}(\bar{X}_1 - \bar{X}_0) + o_p(n^{-1/2})$, where $\hat{M} = n^{-1} \sum_{i=1}^n (X_i - \bar{X})(X_i - \bar{X})'$
and $C > 0$.

(ii) $\mathbb{P}[(\bar{X}_1 - \bar{X}_0)'\hat{\beta} > 0]$ converges to one.

Part (i) of Lemma 2 follows from Lemma 1, standard expressions for the OLS estimator and some algebra. It generalizes the formula given for the slope coefficient in equation (6). Part (ii) is a consequence of $\hat{M}$ being positive definite.

Part (ii) of Lemma 2 implies that logit model will almost always 'choose' the slope coefficients so that they satisfy $\bar{X}_1'\hat{\beta} > \bar{X}_0'\hat{\beta}$. Using the notation introduced before equation (3), this generally means that there are more $(X_{0,i}, X_{1,j})$ pairs chosen from the two subsamples with

$$
\hat{g}(X_{1,j}) = \Lambda(\hat{\alpha} + X_{1,j}'\hat{\beta}) > \hat{g}(X_{0,i}) = \Lambda(\hat{\alpha} + X_{0,i}'\hat{\beta})
$$

than the other way around (unless the distribution of $X$ is very outlier prone and the sample is small). But based on (3), this is precisely the same as saying that the empirical AUC is greater than 1/2 (at least with high probability). Thus, the overfitting problem persists for multivariate $X$, and as we will shortly see, using (4) to test $H_0 : \text{AUC} = 1/2$ can causes more severe size distortion as the dimension of $X$ increases.

### 3.3 Monte Carlo evidence

In all data generating processes considered here $X$ and $Y$ are independent. The key parameter is the dimension of $X$; we present results for $\text{dim}(X) = 1, 2, 3, 10$. We specify a number of different distributions for $X$, including fat tailed distributions, and cases where the components of $X$ are correlated. For each specification of $X$, $\tau \equiv \mathbb{P}(Y = 1)$ is fixed at two different levels, $\tau = 0.5$ and $\tau = 0.85$.

We draw 10,000 random samples of size $n = 100$, $n = 500$ and 5000 from the distribution of $(X, Y)$. For each sample, we estimate the logit regression of $Y$ on $X$ and a constant and construct the empirical ROC curve based on the fitted probabilities. We compute $e\text{AUC}$ and then we test the hypothesis $H_0 : \text{AUC} = 1/2$ against $H_1 : \text{AUC} > 1/2$ at the $\alpha = 5\%$ and 10% nominal significance levels using the traditional normal null distribution stated in (4). Actual rejection rates over the 10,000 Monte Carlo repetitions are presented in Table 1.
Table 1: Simulated rejection rates of $H_0 : \text{AUC} = 1/2$ vs. $H_0 : \text{AUC} > 1/2$ under independence of $X$ and $Y$ based on traditional asymptotics

<table>
<thead>
<tr>
<th>dim($X$)</th>
<th>$n = 100$</th>
<th>$n = 500$</th>
<th>$n = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha = 5%$</td>
<td>$\alpha = 10%$</td>
<td>$\alpha = 5%$</td>
</tr>
<tr>
<td>$X \sim N(0,1)$</td>
<td>0.104 0.103 0.198 0.209</td>
<td>0.101 0.096 0.202 0.196</td>
<td>0.097 0.098 0.203 0.205</td>
</tr>
<tr>
<td>$X \sim U[0,1]$</td>
<td>0.102 0.103 0.204 0.206</td>
<td>0.103 0.106 0.205 0.204</td>
<td>0.103 0.094 0.206 0.195</td>
</tr>
<tr>
<td>$X \sim \text{Bern}(0.5)$</td>
<td>0.090 0.091 0.195 0.201</td>
<td>0.099 0.098 0.195 0.198</td>
<td>0.102 0.098 0.201 0.199</td>
</tr>
<tr>
<td>$X \sim \beta(2,1)$</td>
<td>0.102 0.099 0.200 0.201</td>
<td>0.101 0.098 0.196 0.200</td>
<td>0.099 0.103 0.198 0.206</td>
</tr>
<tr>
<td>$X \sim \chi^2_1$</td>
<td>0.096 0.095 0.195 0.196</td>
<td>0.101 0.102 0.199 0.201</td>
<td>0.101 0.101 0.196 0.195</td>
</tr>
<tr>
<td>$X \sim e^{N(0,1)}$</td>
<td>0.104 0.099 0.197 0.192</td>
<td>0.098 0.099 0.191 0.191</td>
<td>0.100 0.095 0.189 0.190</td>
</tr>
</tbody>
</table>

Note: $\alpha$ is the nominal significance level and $\tau = P(Y = 1)$. $Z_s, U_s, B_s, \beta_s, K_s$ and $L_s$ denote iid $N(0,1)$, uniform$[0,1]$, Bernoulli$(0.5)$, $\beta(2,1)$, $\chi^2_1$ and lognormal$(0,1)$ random variables, respectively.
The two most apparent features of the results are that (i) the overrejection problem is severe and (ii) the degree of size distortion depends mostly on the dimension of $X$. Intuitively speaking, if the dimension of $X$ is higher, a first stage regression is more likely to create enough spurious matches between $Y_i$ and $\hat{Y}_i(c) = 1(\hat{g}(X_i) > c)$ to boost the in-sample AUC beyond the usual normal critical values. For example, in the scalar case actual size is twice the nominal size, while for $\dim(X) = 3$, the actual size of the test is around 35-45\% when $\alpha = 5\%$, and 55-65\% when $\alpha = 10\%$. For $\dim(X) = 10$, rejection is practically certain.

There are also some more subtle patterns related to the distribution of $X$. When $X$ is a uniform$[0,1]$ scalar, Example 4 shows that the asymptotic null distribution of $eAUC_M - 1/2$ is the absolute value of a mean zero normal, so the result that actual size is twice the nominal size is well understood. However, when $X$ is $\chi^2_1$, there is roughly a 20\% chance that $eAUC_M < 1/2$ even in large samples, yet actual size is still twice the nominal size. This suggests that while $\hat{\beta}$ and $eAUC_X - 1/2$ can have opposite signs, this does not happen when $eAUC_X - 1/2$ is sufficiently large in absolute value.

For $\dim(X)>1$, rejection rates are somewhat smaller for the heavily right-skewed distributions with unbounded support (chi-squared and lognormal) and larger for the distributions with bounded support (uniform and beta). Rejection rates for normal $X$ are close to the bounded support case. These differences are likely due to the fact that for bounded $X$-distributions and the normal the probability of the event $eAUC_M < 1/2$ is small, while it is non-negligible for the outlier-prone distributions.

### 4 Theoretical results for Bernoulli predictors

The general characterization of the asymptotic null distribution of $eAUC$ in the presence of pre-estimated model parameters is a challenging problem. We will present analytical results in a special case—when $X$ is a vector of Bernoulli predictors.
4.1 The setup and some geometric arguments

Let $X$ be a $d \times 1$ vector of Bernoulli predictors with variance-covariance matrix $\Sigma_X$, assumed to be non-singular, but not necessarily diagonal. The support of $X$ is given by the vertices of the unit cube in $\mathbb{R}^d$, i.e., $S := \text{support}(X) = \{0, 1\}^d$. We want to predict $Y$ based on a linear combination of the components $X$, i.e., we set $g(x) = x'b$ for some coefficient vector $b \in \mathbb{R}^d$, and consider decision rules of the form

$$\hat{Y}(c) = 1(X'b > c).$$

We denote the area under the corresponding population ROC curve as $AUC_b$, and the area under the corresponding empirical ROC curve as $eAUC_b$. The notation emphasizes the dependence of this quantity on the given value of $b$.

Our ultimate goal is to characterize the distribution of $eAUC_b$ not for fixed values of $b$, but rather when $b$ is replaced by the vector of slope coefficients from a logit regression of $Y$ on $X$, estimated over the same random sample from which the empirical ROC curve is subsequently constructed. Nevertheless, to be able to treat this problem, we will first study the geometry of the ROC curve for fixed values of $b$.

Thinking of $x$ as a vector of continuous variables, the equation $x'b = c$ defines a hyperplane in $\mathbb{R}^d$ for any given value of $b$ and $c$. This hyperplane divides the support of $X$, the set $S = \{0, 1\}^d$, into two subsets—the set of points above the plane and the set of points below the plane. More formally, let

$$S^+_b(c) = \{s \in S : s'b > c\}$$

be the set of points in $S$ above the plane. These are precisely those values of $X$ for which a positive outcome ($Y = 1$) is predicted; hence the `+' superscript. As $c$ varies, the $x'b = c$ hyperplane shifts up and down in a parallel fashion. For very large values of $c$, the set $S^+_b(c)$ is empty, and then it gradually expands as $c$ decreases, until it becomes equal to $S$. Most values of $b$ will possess the property that the points $s \in S$ enter $S^+_b(c)$ one at a time. More formally:

\footnote{More generally, the support could be a strict subset of $S$. The full support assumption is solely for convenience; all results stated in this note go through without it.}
**Definition 1** We say that the point \( b \in \mathbb{R}^d \) possesses the gradual increase (GI) property if for any given \( c \) with \( S_b^+(c) \neq S \), there exists \( c' < c \) such that \( S_b^+(c') \setminus S_b^+(c) \) is a singleton.

It is intuitively clear, and not hard to show formally, that this property holds for all \( b \in \mathbb{R}^d \) except of a set of Lebesgue measure zero.\(^{10}\)

For \( s \in S \), let \( P(s) = \mathbb{P}(X = s \mid Y = 1) \) and \( Q(s) = \mathbb{P}(X = s \mid Y = 0) \). The true and false positive rates associated with a given value of \( c \) can be computed, respectively, as

\[
T(c) = \sum_{s \in S_b^+(c)} P(s) \quad \text{and} \quad F(c) = \sum_{s \in S_b^+(c)} Q(s). \tag{10}
\]

Given \( b \in \mathbb{R}^d \) with the GI property, let \( s(1), s(2), \ldots, s(K), \quad K := 2^d \), denote the unique order in which the points of \( S \) enter the set \( S_b^+(c) \) as \( c \) decreases. (We will also say that \( b \) induces the ordering \( s(1), s(2), \ldots, s(K) \) on \( S \).) Assuming \( P(s) \) and \( Q(s) \) have full support,\(^{11}\) each additional point contributes a positive amount to the sums in (10); if the drop in \( c \) is not large enough for a new point to enter, then \( T(c) \) and \( F(c) \) stay constant. Hence, the pair \((F(c), T(c))\) takes on \( K + 1 \) different values as \( c \) decreases; denote these, in order, by \((F_0, T_0), (F_1, T_1), \ldots, (F_{K-1}, T_{K-1}), (F_K, T_K)\), where \( F_0 = T_0 = 0 \) and \( F_K = T_K = 1 \). Let \( P_k = P(s(k)) \) and \( Q_k = Q(s(k)) \), \( k = 1, \ldots, K \). With these definitions we can write

\[
F_k = Q_1 + \ldots + Q_k \quad \text{and} \quad T_k = P_1 + \ldots + P_k, \quad k = 0, 1, \ldots, K, \tag{11}
\]

where the empty sum is interpreted as zero. Lemma 4 in Appendix A.1 states a closed form formula for \( \text{AUC}_b \) in terms of \( F_k \) and \( T_k \).

Given a random sample \( \{(X_i, Y_i)\}_{i=1}^n \), let \( \hat{P}(s) \) and \( \hat{Q}(s) \) denote the empirical versions of the measures \( P \) and \( Q \), respectively; e.g., \( \hat{P}(s) = \sum_{i=1}^n 1(X_i = s)Y_i / \sum_{i=1}^n Y_i \). The empirical ROC curve can be constructed exactly as described above, with \( \hat{P} \) replacing \( P \) and \( \hat{Q} \) replacing \( Q \). It follows that for values of \( b \) with the GI property, the distribution of the random variable \( e\text{AUC}_b \) depends on \( b \) only through the ordering it induces on \( S \). This means that if \( b \) and \( b' \) induce the same ordering, then necessarily \( e\text{AUC}_b \overset{d}{=} e\text{AUC}_{b'} \).

\(^{10}\)A simple counterexample to the GI property is the zero vector. If \( b = 0 \), then the set \( S_b^+(c) \) jumps from being the empty set to \( S \) as \( c \) drops from positive to negative.

\(^{11}\)This assumption is not essential.
Finally, consider replacing the fixed value of \( b \) with a random point; specifically, the vector of slope coefficients from a logit regression of \( Y \) on \( X \) and a constant, computed over the same sample. That is, we use the decision rule \( \hat{Y}(c) = 1(X'_i\hat{\beta} > c) \), where \( \hat{\beta} \) is computed as in Lemma 2. (Not including the constant \( \alpha \) and the function \( \Lambda \) in the decision rule is clearly inconsequential for constructing the ROC curve.) We will denote the corresponding empirical AUC as \( e\text{AUC}_{\hat{\beta}} \).

### 4.2 Theoretical results

We will now characterize the asymptotic null distribution of \( e\text{AUC}_{\hat{\beta}} \). To this end, we first establish the joint distribution of \( e\text{AUC}_b \) and \( \hat{\beta} \) under the null on independence for any fixed value of \( b \).

Given \( b \in \mathbb{R}^d \) with the GI property, let \( s(1), \ldots, s(K) \) denote the ordering of \( S \) induced by \( b \), and let \( s(k)_j \in \{0, 1\} \) be the \( j \)th component of \( s(k)_j \). Define the \((K-1) \times (K-1)\) matrix \( V \) as

\[
V(k, l) = \begin{cases} 
\mathbb{P}(X = s(k))\left[1 - \mathbb{P}(X = s(k))\right] & \text{if } k = l \\
-\mathbb{P}(X = s(k))\mathbb{P}(X = s(l)) & \text{if } k \neq l
\end{cases}
\]

for \( k, l = 1, \ldots, K - 1 \). In addition, let the functions \( g_0 : \mathbb{R}^{2(K-1)} \to \mathbb{R} \) and \( g_1 : \mathbb{R}^{2(K-1)} \to \mathbb{R}^d \) be defined as

\[
g_0(P_1, \ldots, P_{K-1}, Q_1, \ldots, Q_{K-1}) := \frac{1}{2} + \frac{1}{2} \sum_{k=1}^{K-1} (F_{k+1}T_k - F_kT_{k+1})
\]

\[
g_1(P_1, \ldots, P_{K-1}, Q_1, \ldots, Q_{K-1}) := \tau(1 - \tau)\Sigma_X^{-1} \left( \sum_{k=1}^{K} P_k s(k,1) - \sum_{k=1}^{K} Q_k s(k,1) \right)
\]

\[\vdots\]

\[
\sum_{k=1}^{K} P_j s(k,d) - \sum_{k=1}^{K} Q_k s(k,d)
\]

where the dependence of \( F_k \) and \( T_k \) on \( P_1, \ldots, P_{K-1}, Q_1, \ldots, Q_{K-1} \) is as described in equation (11). The definitions of \( g_0 \) and \( g_1 \) come from the fact that

\[
g_0(P_1, \ldots, P_{K-1}, Q_1, \ldots, Q_{K-1}) = \text{AUC}_b
\]

by Lemma 4 in Appendix A.1, and

\[
g_1(P_1, \ldots, P_{K-1}, Q_1, \ldots, Q_{K-1}) = \text{plim}_{n \to \infty} \hat{\beta}
\]
by Lemma 6 in Appendix A.1. Finally, under the null, $V$ is the variance-covariance matrix of the random vectors $(\hat{P}_1, \ldots, \hat{P}_{K-1})$ as well as $(\hat{Q}_1, \ldots, \hat{Q}_{K-1})$; see Lemma 5 in Appendix A.1.

Set $g=(g_0, g_1)$. We state the following result.

**Proposition 1** Let $b \in \mathbb{R}^d$ possess the GI property. If $X$ is independent of $Y$, the asymptotic joint distribution of $e \text{AUC}_b$ and $\hat{\beta}$ is given by

$$
\sqrt{n} \left( \frac{e \text{AUC}_b - 1/2}{\hat{\beta}} \right) \to_d N \left( 0_{(1+d) \times 1}, \nabla g \begin{pmatrix} \frac{1}{1+\tau} V & 0 \\ 0 & \frac{1}{1-\tau} V \end{pmatrix} \nabla g' \right),
$$

(13)

where $\nabla g$ is the $(1+d) \times 2(K-1)$ matrix with rows given by the gradients of the components of $g$, evaluated at $(P_1, \ldots, P_{K-1}, Q_1, \ldots, Q_{K-1})$ and $\tau = \mathbb{P}(Y = 1)$.

**Remarks**

1. Proposition 1, to our knowledge, is completely new in the literature.

2. The choice of $b$ is arbitrary (as long as the GI condition holds), and does not necessarily coincide with the probability limit of $\hat{\beta}$, which is zero under the null. This is an important feature that will allow us to account for the estimation effect in the distribution of $e \text{AUC}_\hat{\beta}$.

3. The proof of Proposition 1 employs the multivariate delta method and is given in Appendix A.2.

We will now employ Proposition 1 to characterize the asymptotic distribution of $e \text{AUC}_\hat{\beta}$. Consider all possible $K!$ orderings (permutations) of the $K = 2^d$ points in $S$, and enumerate these orderings as $\ell = 1, 2, \ldots, K!$.\(^{12}\) Define

$$
O_\ell = \{ b \in \mathbb{R}^d : b \text{ has the GI property and } b \text{ induces the ordering } \ell \}, \quad \ell = 1, \ldots, K!
$$

\(^{12}\)For example, for $d = 2$, $s_{(1)} = (1, 1)$, $s_{(2)} = (1, 0)$, $s_{(3)} = (0, 1)$, $s_{(4)} = (0, 0)$ is one of $4! = 24$ possible orderings; one could take this as $\ell = 1$, etc.
The sets $O_\ell$ are mutually exclusive; in fact, many of the $O_\ell$ are necessarily empty. Furthermore, $\cup O_\ell$ covers the entire space $\mathbb{R}^d$ save for a set of Lebesgue measure zero (the set of points without the GI property). Clearly, $\hat{\beta} \in O_\ell$ iff $\sqrt{n}\hat{\beta} \in O_\ell$. As $\sqrt{n}\hat{\beta}$ is asymptotically normally distributed, $P[\sqrt{n}\hat{\beta} \in \cup O_\ell] = P[\hat{\beta} \in \cup O_\ell] \overset{\text{a}}{=} 1$, where $\overset{\text{a}}{=}$ denotes asymptotic equality (i.e., the limit as $n \to \infty$).

From each nonempty $O_\ell$ one can choose a fixed representative element $b_\ell$. As argued in the previous section, the distribution of $eAUC_{\hat{\beta}}$ conditional on $\{\hat{\beta} \in O_\ell\}$ is then the same as the distribution of $eAUC_{b_\ell}$ conditional on $\{\hat{\beta} \in O_\ell\}$, because $\hat{\beta}$ and $b_\ell$ induce the same ordering on $S$. However, the latter conditional distribution is pinned down by the joint distribution of $eAUC_{b_\ell}$ and $\hat{\beta}$, which we have already characterized in Proposition 1. Using the law of total probability, we can then state the following general result:

**Proposition 2** The asymptotic null distribution of $eAUC_{\hat{\beta}}$ can be decomposed as:

$$P[\sqrt{n}(eAUC_{\hat{\beta}} - 1/2) \leq z] \overset{\text{a}}{=} \sum_{O_\ell \neq \emptyset} P[\sqrt{n}(eAUC_{b_\ell} - 1/2) \leq z \mid \hat{\beta} \in O_\ell]P(\hat{\beta} \in O_\ell),$$

where $b_\ell$ is a fixed representative element of $O_\ell$ for $O_\ell$ nonempty, and the conditional probabilities can be calculated from the joint distribution stated in Proposition 1.

**Remarks**

1. Terms $k$ and $\ell$ in sum (14) can be combined if the distribution of $eAUC_{b_k}$ given $\hat{\beta} \in O_k$ is the same as the distribution of $eAUC_{b_\ell}$ given $\hat{\beta} \in O_\ell$. This occurs, for example, when the ordering induced by $b_\ell$ is the reverse of the ordering induced by $b_k$. We will show this formally in Appendix A.2.

2. An example of sum (14) being reduced to a single term is when $Y$ and the components of $X$ are mutually independent Bernoulli(0.5) random variables. By symmetry, $\hat{\beta} \in O_\ell$ then has the same probability for all nonempty $O_\ell$, and the distribution of $eAUC_{b_\ell}$ given $\hat{\beta} \in O_\ell$ is the same for all such $\ell$. Therefore, the sum in (14) reduces to a single term $P[\sqrt{n}(eAUC_{b_\ell} - 1/2) \leq z \mid \hat{\beta} \in O_\ell]$.

---

13For example, if $d = 2$, there is no $b$ with the GI property for which $s_{(1)} = (1, 1)$ and $s_{(2)} = (0, 0)$. A simple graph of $S$ with some lines $x'b$ makes this clear.
In sum, Proposition 1 and 2 jointly characterize the asymptotic null distribution of $eAUC_{\hat{\beta}}$. This characterization is however rather intrinsic. To obtain a more explicit expression for the asymptotic distribution of $eAUC_{\hat{\beta}}$, one needs to (i) obtain an explicit expression for $\nabla g$ in equation (13), and (ii) find conditions on the components of $\hat{\beta}$ that determine which ordering it induces on $S$. These tasks become increasingly cumbersome as the dimensionality of $X$ increases. Here we state the general result for $d = 2$ only. The following lemma deals with task (i).

**Lemma 3** Suppose that $d = 2$. Given any ordering $s_{(1)}, \ldots, s_{(4)}$ of $S$, the matrix $\nabla g$ is given by:

$$\nabla g = \begin{pmatrix}
\frac{1}{2} & 0_{(1 \times 2)} \\
0_{(2 \times 1)} & \tau (1 - \tau) \Sigma_X^{-1}
\end{pmatrix} \times \begin{pmatrix}
1 + Q_2 + Q_3 & 1 - Q_1 + Q_4 & 1 - Q_1 - Q_2 & -(1 + P_2 + P_3) & -(1 - P_1 + P_3) & -(1 - P_1 - P_2) \\
\sigma_{(1),1} - \sigma_{(4),1} & \sigma_{(2),1} - \sigma_{(4),1} & \sigma_{(3),1} - \sigma_{(4),1} & \sigma_{(4),1} - \sigma_{(1),1} & \sigma_{(4),1} - \sigma_{(2),1} & \sigma_{(4),1} - \sigma_{(3),1} \\
\sigma_{(1),2} - \sigma_{(4),2} & \sigma_{(2),2} - \sigma_{(4),2} & \sigma_{(3),2} - \sigma_{(4),2} & \sigma_{(4),2} - \sigma_{(1),2} & \sigma_{(4),2} - \sigma_{(2),2} & \sigma_{(4),2} - \sigma_{(3),2}
\end{pmatrix},$$

where $s_{(1),j}$, $j = 1, 2$ denotes the $j$th component of $s_{(1)}$, etc.

The next result describes explicitly the asymptotic null distribution of $eAUC_{\hat{\beta}}$ in the bivariate case.

**Proposition 3 (The bivariate case)** For $d = 2$ consider the following orderings of $S$:

**Ordering 1:** $s_{(1)} = (1, 1), s_{(2)} = (1, 0), s_{(3)} = (0, 1), s_{(4)} = (0, 0)$;

**Ordering 2:** $s_{(1)} = (1, 1), s_{(2)} = (0, 1), s_{(3)} = (1, 0), s_{(4)} = (0, 0)$;

**Ordering 3:** $s_{(1)} = (1, 0), s_{(2)} = (1, 1), s_{(3)} = (0, 0), s_{(4)} = (0, 1)$;

**Ordering 4:** $s_{(1)} = (1, 0), s_{(2)} = (0, 0), s_{(3)} = (1, 1), s_{(4)} = (0, 1)$.

For each ordering $\ell = 1, \ldots, 4$, define the $3 \times 3$ matrix $V_\ell$ as in (12); the matrix $\nabla g_\ell$ as in Lemma 3, and the matrix $V_\ell^*$ as the asymptotic variance matrix in (13). Let

$$(A_0, A_1, A_2) \sim N(0, V_1^*), \quad (B_0, B_1, B_2) \sim N(0, V_2^*)$$
$$\quad (C_0, C_1, C_2) \sim N(0, V_3^*), \quad (D_0, D_1, D_2) \sim N(0, V_4^*)$$
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be four independent jointly normal random vectors. Then, under the assumption that $X$ and $Y$ are independent,

$$\mathbb{P}\left[ \sqrt{n}(eAUC_\beta - 1/2) \leq z \right]$$

$$= \mathbb{P}\left[ A_0 \leq z \mid A_1 > A_2 > 0 \right] \times 2 \mathbb{P}\left[ A_1 > A_2 > 0 \right]$$

$$+ \mathbb{P}\left[ B_0 \leq z \mid B_2 > B_1 > 0 \right] \times 2 \mathbb{P}\left[ B_2 > B_1 > 0 \right]$$

$$+ \mathbb{P}\left[ C_0 \leq z \mid C_1 > 0 > C_2, C_1 > |C_2| \right] \times 2 \mathbb{P}\left[ C_1 > 0 > C_2, C_1 > |C_2| \right]$$

$$+ \mathbb{P}\left[ D_0 \leq z \mid D_1 > 0 > D_2, D_1 < |D_2| \right] \times 2 \mathbb{P}\left[ D_1 > 0 > D_2, D_1 < |D_2| \right],$$

for any $z \in \mathbb{R}$.

Remarks

1. If $X_1$, $X_2$ and $Y$ are jointly independent Bernoulli(.5) random variables, then $V_\ell^* = V^*$ for $\ell = 1, \ldots, 4$, where the matrix $V^*$ is given by

$$\begin{pmatrix} 5/16 & 1/2 & 1/4 \\ 1/2 & 1 & 0 \\ 1/4 & 0 & 1 \end{pmatrix}.$$ 

In this case the formula for the limit distribution simplifies to $\mathbb{P}\left[ A_0 \leq z \mid A_1 > A_2 > 0 \right]$.

2. Based on Proposition 3, it is straightforward to simulate the asymptotic null distribution of $\sqrt{n}(eAUC_\beta - 1/2)$. First, one draws a very large number $M$ of independent observations (three-dimensional vectors) from each of the four trivariate normal distributions stated in the theorem. Second, one discards those observations from each sample whose second and third components do not satisfy the condition stated in the corresponding conditional probability. Finally, one combines the remaining observations and extracts the empirical distribution of the first component. This empirical distribution approximates the distribution of $\sqrt{n}(eAUC_\beta - 1/2)$, and one can compute quantiles, etc., as needed.
5 Monte Carlo simulations for Bernoulli predictors

We will conduct simulations to investigate two sets of questions. First, we want to explore the shape of the asymptotic distribution stated in Proposition 3, and assess how accurately it approximates the exact finite sample distribution of $eAUC_{\hat{\beta}}$ under the null. Second, we want to show that when applicable, these theoretical results facilitate more accurate inference about the null hypothesis $H_0 : AUC = 1/2$ than out-of-sample testing strategies. In particular, while out-of-sample tests restore the validity of the traditional distribution theory given in (4), they are subject to loss of power, because part of the data is held out for evaluation.

5.1 Approximating the finite sample distribution of $eAUC_{\hat{\beta}}$

We consider four data generating processes (DGPs); in each case $Y \in \{0,1\}$ is independent of $X = (X_1,X_2)$. We vary the probability $\tau = P(Y = 1)$ and the joint distribution from which $(X_1,X_2)$ is drawn. More specifically:

**DGP 1:** $\tau = 0.5$; $X_1$ and $X_2$ are independent Bernoulli(0.5) random variables.

**DGP 2:** $\tau = 0.8$; $X_1$ and $X_2$ are independent Bernoulli(0.5) random variables.

**DGP 3:** $\tau = 0.5$; $X_1$ and $X_2$ are Bernoulli random variables with joint distribution

$$P[X = (1,1)] = .6; P[X = (1,0)] = .05; P[X = (0,1)] = .1; P[X = (0,0)] = .25.$$

**DGP 4:** $\tau = 0.8$; $X_1$ and $X_2$ are Bernoulli random variables with the same joint distribution as in DGP 3.

We draw samples of size $n = 60, 120$ and $1000$ from each DGP, run a logit regression of $Y$ on $X_1, X_2$ and a constant, use the fitted values as a predictive index to construct the empirical ROC curve, and compute the empirical AUC. The procedure is repeated over $100,000$ Monte Carlo iterations to approximate the actual distribution of $\sqrt{n}(eAUC_{\hat{\beta}} - 1/2)$ for $n = 60, 120, 1000$. The theoretical asymptotic distribution ($n = \infty$) is simulated as described in Remark 2 after Proposition 3 with $M = 10$ million. Table 2 compares various
quantiles of these distributions under the different DGPs. Figure 3 shows the (estimated) p.d.f. of the theoretical asymptotic distribution for DGP 1.

As seen in Figure 3, the asymptotic distribution of $\sqrt{n}(e^{AUC_\beta} - 1/2)$ is clearly non-normal; rather, it is markedly skewed to the right, which is a reflection of in-sample over-fitting. Table 2 further shows that the theoretical asymptotic distribution gives a very good approximation to the actual finite sample distribution already for $n = 60$, though the approximation is slightly poorer when the marginal distribution of $Y$ is skewed. While a mathematical proof needs no further validation, these simulations show that the result stated in Proposition 3 is sound.

5.2 In-sample vs. out-of-sample inference about AUC

The Monte Carlo results in Table 1 on the size distortion of the traditional in-sample test of $H_0 : AUC = 1/2$ make a compelling case for out-of-sample inference, i.e., estimating and evaluating the model over separate data points. Given that these observations are independent, inference based on (4) is asymptotically valid. However, this way of eliminating the size distortion is not costless—by splitting the data set into a training sample and an evaluation sample, one loses some power relative to in-sample tests that make use of all available data. Though applicable only in limited situations, our analytic results make it
Table 2: Asymptotic approximation to the null distribution of $eAUC_{\beta}$

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Actual</th>
<th>DGP 1</th>
<th>X₁ and X₂ independent, $\tau = 0.5$</th>
<th>Asy.</th>
<th>DGP 2</th>
<th>X₁ and X₂ independent, $\tau = 0.8$</th>
<th>Asy.</th>
<th>DGP 3</th>
<th>X₁ and X₂ dependent, $\tau = 0.5$</th>
<th>Asy.</th>
<th>DGP 4</th>
<th>X₁ and X₂ dependent, $\tau = 0.8$</th>
<th>Asy.</th>
</tr>
</thead>
<tbody>
<tr>
<td>99th</td>
<td>1.650</td>
<td>1.655</td>
<td>1.658</td>
<td>1.653</td>
<td>2.154</td>
<td>2.103</td>
<td>2.064</td>
<td>1.466</td>
<td>1.469</td>
<td>1.467</td>
<td>1.900</td>
<td>1.867</td>
<td>1.832</td>
</tr>
<tr>
<td>95th</td>
<td>1.341</td>
<td>1.333</td>
<td>1.334</td>
<td>1.332</td>
<td>1.725</td>
<td>1.690</td>
<td>1.664</td>
<td>1.180</td>
<td>1.173</td>
<td>1.168</td>
<td>1.518</td>
<td>1.499</td>
<td>1.468</td>
</tr>
<tr>
<td>90th</td>
<td>1.180</td>
<td>1.173</td>
<td>1.168</td>
<td>1.167</td>
<td>1.509</td>
<td>1.479</td>
<td>1.458</td>
<td>1.166</td>
<td>1.145</td>
<td>1.131</td>
<td>1.034</td>
<td>1.029</td>
<td>1.026</td>
</tr>
<tr>
<td>75th</td>
<td>0.917</td>
<td>0.911</td>
<td>0.906</td>
<td>0.905</td>
<td>1.166</td>
<td>1.145</td>
<td>1.131</td>
<td>0.824</td>
<td>0.811</td>
<td>0.796</td>
<td>0.780</td>
<td>0.797</td>
<td>0.791</td>
</tr>
<tr>
<td>50th</td>
<td>0.652</td>
<td>0.645</td>
<td>0.640</td>
<td>0.640</td>
<td>1.166</td>
<td>1.145</td>
<td>1.131</td>
<td>0.532</td>
<td>0.521</td>
<td>0.514</td>
<td>0.567</td>
<td>0.559</td>
<td>0.555</td>
</tr>
<tr>
<td>25th</td>
<td>0.417</td>
<td>0.413</td>
<td>0.413</td>
<td>0.412</td>
<td>0.532</td>
<td>0.521</td>
<td>0.514</td>
<td>0.222</td>
<td>0.219</td>
<td>0.217</td>
<td>0.359</td>
<td>0.356</td>
<td>0.353</td>
</tr>
<tr>
<td>5th</td>
<td>0.170</td>
<td>0.175</td>
<td>0.174</td>
<td>0.174</td>
<td>0.222</td>
<td>0.219</td>
<td>0.217</td>
<td>0.142</td>
<td>0.139</td>
<td>0.141</td>
<td>0.142</td>
<td>0.141</td>
<td>0.139</td>
</tr>
</tbody>
</table>

Note: In all cases, Y is independent of (X₁, X₂). Actual small sample distributions are based on 100,000 Monte Carlo simulations. The asymptotic distribution is constructed from 10 million draws from the distribution described in Proposition 3.
possible to achieve size control despite estimating and evaluating the predictive model over the same sample, and to gain power at the same time by using all available data for inference.

We present further simulations to demonstrate these points. The DGP employed in this exercise is of the following form:

\[ \text{DGP}(\beta): Y = 1 \text{ with probability } p(X) = \Lambda(\beta_0 + \beta_1 X_1 + \beta_2 X_2) \text{ and } Y = 0 \text{ with probability } 1 - p(X), \]

where \( X_1 \) and \( X_2 \) are independent Bernoulli(0.5) predictors, and \( \beta = (\beta_0, \beta_1, \beta_2) \) are logit regression coefficients.

We consider various settings for the coefficient vector \( \beta \). For simplicity, we fix \( \beta_0 = \beta_2 = 0 \) and vary the value of \( \beta_1 \) over the set \( \{0, 0.1, 0.2, \ldots, 1\} \). Thus, for \( \beta_1 = 0 \) the null hypothesis \( H_0 : \text{AUC} = 1/2 \) is true (the DGP coincides with DGP 1), and it is false otherwise. Given a random sample of size \( n \) generated from DGP(\( \beta \)), we test \( H_0 \) in various ways:

(i) In-sample inference using the full sample of size \( n \). We run a logit regression of \( Y \) on \( X = (X_1, X_2) \) and a constant using the full sample, compute the fitted values \( \hat{g}(X_i) = \Lambda(\hat{\beta}_0 + \hat{\beta}_1 X_{1i} + \hat{\beta}_2 X_{2i}) \) for each observation \( i = 1, \ldots, n \), construct the in-sample ROC curve, and compute \( eAUC_{\hat{\beta}} \). We then test \( H_0 : \text{AUC} = 1/2 \) using the asymptotic distribution stated in Proposition 3.\textsuperscript{14}

(ii) Split sample inference. We divide the \( n \) observations into two subsamples: for a fraction \( q \in (0, 1) \), observations 1 through \( nq \) are used as a training sample, i.e., to estimate the logit regression of \( Y \) on \( X = (X_1, X_2) \). The remaining \( (1 - q)n \) observations are used for evaluation, i.e., we calculate \( \hat{g}(X_i) \) for each \( i = nq + 1, nq + 2, \ldots, n \), using the coefficients estimated over the training sample. We then construct the ROC curve for the evaluation sample, compute the empirical AUC, and test \( H_0 : \text{AUC} = 1/2 \) using the traditional Mann-Whitney distribution theory (4) with sample size \( (1 - q)n \).

(iii) \( F \)-fold cross validation. This is a more sophisticated version of the split sample procedure. The full sample of size \( n \) is divided into \( F \) equal parts; in each step of the

\textsuperscript{14}To mimic a practical application as closely as possible, we do not simulate the critical values ahead of time. Instead we estimate \( V_1^*, \ldots, V_4^* \) in each Monte Carlo cycle from the data at hand and then use these estimates to simulate the distribution as described in Remark 2 after in Proposition 3.
procedure one part is held out for evaluation, and the logistic regression of \( Y \) on \( X \) is estimated with the rest of the data. The estimated model is used to compute a predictive index for the held out outcomes. The procedure is repeated with each of the \( F \) parts being held out in turn. We thus obtain a predictive index value \( \hat{g}(X_i) \) for each observation \( i = 1, \ldots, n \), and compute the empirical AUC the usual way. Finally, we test \( H_0 : \text{AUC} = 1/2 \) using the Mann-Whitney distribution theory with sample size \( n \).

Table 3 shows rejection rates of \( H_0 \) over 10,000 repetitions of these experiments for \( n = 150, 300, 600; q = 1/2, 2/3, 4/5; F = 2, 3, 5, \) and all possible values of \( \beta_1 \). The first column \( (\beta_1 = 0) \) shows the size of the tests while the rest of the columns \( (\beta_1 = 0.1, \ldots, 1) \) show power.

We make a number of observations. First, the in-sample test and the out-of-sample tests based on a single split are very accurately sized, while many-fold cross validation can be somewhat too conservative. Second, the in-sample test outperforms all other methods in terms of power, regardless of the value of \( \beta_1 \). The uniformly second best method is 2-fold cross validation, i.e., using one half of the sample for estimation, the other for validation, and then exchanging the roles. Third, the power advantage of the fully in-sample test even relative to 2-fold cross validation can be sizable; for \( n = 300 \) and \( \beta_1 = 0.7 \) it is as large as 11 percentage points. Figure 4 shows the power gain for this sample size over all values of \( \beta_1 \).

In sum, the results demonstrate that there are non-negligible power gains to be had from in-sample testing of the hypothesis \( H_0 : \text{AUC} = 1/2 \) using all available data, at least for small to moderately large sample sizes.

6 Illustrative applications with Bernoulli predictors

To show the difference theoretical results such as Proposition 3 can make in a practical setting, we employ a classic data set on personal loans originally analyzed by Fahrmeir and Hamerle (1984). Other illustrative uses of the same data include Fahrmeir and Tutz (1994) and Lieli and White (2010). The data set contains information on 1,000 loan holders, all clients of a commercial bank in Southern Germany. The dependent variable is a binary
Table 3: Rejection probabilities of various tests of $H_0: \text{AUC} = 1/2$

<table>
<thead>
<tr>
<th>$\beta_1$:</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>n = 150</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-sample</td>
<td>0.049</td>
<td>0.058</td>
<td>0.077</td>
<td>0.119</td>
<td>0.178</td>
<td>0.252</td>
<td>0.339</td>
<td>0.438</td>
<td>0.545</td>
<td>0.649</td>
<td>0.745</td>
</tr>
<tr>
<td>50-50 split</td>
<td>0.051</td>
<td>0.056</td>
<td>0.065</td>
<td>0.095</td>
<td>0.129</td>
<td>0.177</td>
<td>0.224</td>
<td>0.286</td>
<td>0.359</td>
<td>0.437</td>
<td>0.514</td>
</tr>
<tr>
<td>2-fold cv</td>
<td>0.050</td>
<td>0.058</td>
<td>0.072</td>
<td>0.109</td>
<td>0.144</td>
<td>0.214</td>
<td>0.284</td>
<td>0.359</td>
<td>0.461</td>
<td>0.554</td>
<td>0.649</td>
</tr>
<tr>
<td>67-33 split</td>
<td>0.048</td>
<td>0.056</td>
<td>0.063</td>
<td>0.083</td>
<td>0.107</td>
<td>0.140</td>
<td>0.182</td>
<td>0.228</td>
<td>0.275</td>
<td>0.343</td>
<td>0.390</td>
</tr>
<tr>
<td>3-fold cv</td>
<td>0.033</td>
<td>0.038</td>
<td>0.049</td>
<td>0.077</td>
<td>0.110</td>
<td>0.166</td>
<td>0.230</td>
<td>0.307</td>
<td>0.387</td>
<td>0.485</td>
<td>0.577</td>
</tr>
<tr>
<td>80-20 split</td>
<td>0.048</td>
<td>0.051</td>
<td>0.059</td>
<td>0.073</td>
<td>0.094</td>
<td>0.110</td>
<td>0.140</td>
<td>0.166</td>
<td>0.197</td>
<td>0.236</td>
<td>0.276</td>
</tr>
<tr>
<td>5-fold cv</td>
<td>0.019</td>
<td>0.025</td>
<td>0.029</td>
<td>0.051</td>
<td>0.080</td>
<td>0.115</td>
<td>0.173</td>
<td>0.234</td>
<td>0.313</td>
<td>0.399</td>
<td>0.485</td>
</tr>
<tr>
<td><strong>n = 300</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-sample</td>
<td>0.048</td>
<td>0.066</td>
<td>0.109</td>
<td>0.192</td>
<td>0.314</td>
<td>0.456</td>
<td>0.615</td>
<td>0.750</td>
<td>0.857</td>
<td>0.924</td>
<td>0.966</td>
</tr>
<tr>
<td>50-50 split</td>
<td>0.051</td>
<td>0.058</td>
<td>0.085</td>
<td>0.139</td>
<td>0.211</td>
<td>0.317</td>
<td>0.417</td>
<td>0.532</td>
<td>0.634</td>
<td>0.732</td>
<td>0.815</td>
</tr>
<tr>
<td>2-fold cv</td>
<td>0.050</td>
<td>0.064</td>
<td>0.098</td>
<td>0.166</td>
<td>0.268</td>
<td>0.378</td>
<td>0.528</td>
<td>0.642</td>
<td>0.770</td>
<td>0.854</td>
<td>0.915</td>
</tr>
<tr>
<td>67-33 split</td>
<td>0.046</td>
<td>0.061</td>
<td>0.079</td>
<td>0.123</td>
<td>0.178</td>
<td>0.253</td>
<td>0.327</td>
<td>0.420</td>
<td>0.503</td>
<td>0.596</td>
<td>0.664</td>
</tr>
<tr>
<td>3-fold cv</td>
<td>0.030</td>
<td>0.044</td>
<td>0.070</td>
<td>0.125</td>
<td>0.212</td>
<td>0.322</td>
<td>0.454</td>
<td>0.592</td>
<td>0.714</td>
<td>0.828</td>
<td>0.896</td>
</tr>
<tr>
<td>80-20 split</td>
<td>0.049</td>
<td>0.052</td>
<td>0.073</td>
<td>0.098</td>
<td>0.135</td>
<td>0.183</td>
<td>0.241</td>
<td>0.296</td>
<td>0.351</td>
<td>0.415</td>
<td>0.478</td>
</tr>
<tr>
<td>5-fold cv</td>
<td>0.019</td>
<td>0.029</td>
<td>0.074</td>
<td>0.090</td>
<td>0.153</td>
<td>0.247</td>
<td>0.370</td>
<td>0.490</td>
<td>0.615</td>
<td>0.735</td>
<td>0.893</td>
</tr>
<tr>
<td><strong>n = 600</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-sample</td>
<td>0.048</td>
<td>0.079</td>
<td>0.173</td>
<td>0.352</td>
<td>0.570</td>
<td>0.772</td>
<td>0.906</td>
<td>0.967</td>
<td>0.992</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>50-50 split</td>
<td>0.049</td>
<td>0.070</td>
<td>0.132</td>
<td>0.250</td>
<td>0.392</td>
<td>0.552</td>
<td>0.707</td>
<td>0.826</td>
<td>0.900</td>
<td>0.951</td>
<td>0.981</td>
</tr>
<tr>
<td>2-fold cv</td>
<td>0.051</td>
<td>0.072</td>
<td>0.151</td>
<td>0.303</td>
<td>0.485</td>
<td>0.670</td>
<td>0.830</td>
<td>0.919</td>
<td>0.973</td>
<td>0.989</td>
<td>0.998</td>
</tr>
<tr>
<td>67-33 split</td>
<td>0.049</td>
<td>0.068</td>
<td>0.114</td>
<td>0.197</td>
<td>0.305</td>
<td>0.440</td>
<td>0.564</td>
<td>0.688</td>
<td>0.783</td>
<td>0.862</td>
<td>0.912</td>
</tr>
<tr>
<td>3-fold cv</td>
<td>0.031</td>
<td>0.048</td>
<td>0.111</td>
<td>0.234</td>
<td>0.413</td>
<td>0.620</td>
<td>0.784</td>
<td>0.903</td>
<td>0.963</td>
<td>0.990</td>
<td>0.997</td>
</tr>
<tr>
<td>80-20 split</td>
<td>0.049</td>
<td>0.063</td>
<td>0.097</td>
<td>0.157</td>
<td>0.226</td>
<td>0.315</td>
<td>0.405</td>
<td>0.487</td>
<td>0.594</td>
<td>0.667</td>
<td>0.751</td>
</tr>
<tr>
<td>5-fold cv</td>
<td>0.020</td>
<td>0.033</td>
<td>0.078</td>
<td>0.183</td>
<td>0.323</td>
<td>0.509</td>
<td>0.691</td>
<td>0.836</td>
<td>0.930</td>
<td>0.971</td>
<td>0.992</td>
</tr>
</tbody>
</table>

**Note:** The figures are simulated rejection probabilities of the null hypothesis $H_0: \text{AUC} = 1/2$ using various tests. The null hypothesis is true for $\beta_1 = 0$ and false otherwise. The in-sample test is based on the asymptotic distribution stated in Proposition 3, while the out-of-sample tests use (4). In all cases, and the nominal size is 5% and the number of Monte Carlo repetitions is 10,000.
dummy that takes the value one if the client is in good standing (i.e., the loan is being repaid as specified by the contract) and is zero otherwise. The data set also contains a large number of covariates describing the borrower’s socioeconomic status and the loan contract, which can be taken as potential predictors of borrower standing.\footnote{There are 700 individuals in the data set in good standing and 300 in bad standing. These numbers are a result of stratified sampling and do not accurately reflect the unconditional probability of default. We simply ignore this issue here and proceed as if the data were a random sample. (The estimated ROC curve and AUC are still consistent under stratified sampling but inference about AUC assumes a random sample.)}

Our goal here is not to conduct a systematic search for a model with high predictive ability or profitability; for such exercises see Fahrmeir and Tutz (1994) and Lieli and White (2010). Rather, we will examine some small, strictly illustrative models that fit the theoretical framework in Section 4, and show how taking pre-estimation into account can affect inference about the predictive ability of the model as measured by the empirical AUC.

**Example 5** A potentially useful predictor of borrower status in the data set is monthly installment payment $X$ as a fraction of income. The variable is recorded on a categorical scale: $X = 1$ if the fraction is above 35%; $X = 2$ between 35% and 25%; $X = 3$ between 25% and 20%, and $X = 4$ below 20%. We convert this variable into two dummies: an indicator of installment rates in excess of 35\% ($\text{irate}_{\text{hi}}$) and an indicator of installment rates below 20\% ($\text{irate}_{\text{lo}}$). Thus, the baseline category is the union of categories 2 and 3. The logit

---

Figure 4: The power of the in-sample test vs. 2-fold cv as a function of $\beta_1$ for $n = 300$
regression of the dependent variable (status) on the two dummies and a constant is given by:

\[
\hat{Pr}(\text{status} = 1) = \Lambda(0.9655 + 0.1331 \times \text{irate.hi} - 0.2755 \times \text{irate.lo}).
\]

(0.2283) (0.1495)

As the results indicate, the relationship between installment rate and borrower standing is, somewhat surprisingly, not very strong or intuitive. Nevertheless, the empirical AUC associated with the predictive index from the regression is 0.5418 with a standard error of 0.0180, as given by the denominator in (4), under the null of independence. Thus, a naive comparison of the t-statistic (0.5418-0.5)/0.0180=2.32 with the usual 5% critical value of 1.645 would lead one to reject \( H_0 : \text{AUC} = 1/2 \) versus \( H_1 : \text{AUC} > 1/2 \) very convincingly.

On the other hand, the simulated 5% critical value for the statistic \( \sqrt{n}(e\text{AUC}_\beta - 1/2) \) taking pre-estimation into account is 1.321, which yields a critical AUC value of 0.5 + 1.321/\( \sqrt{1000} \) = 0.5418. The realized value of the empirical AUC is almost exactly the same, indicating that rejecting the null at the 5% level is not a straightforward decision if the estimation effect is to be accounted for. The evidence that the model would classify the outcome better than unbalanced coinflips is not overly strong.

Example 6  The original data set also contains the following two dummies: (i) an indicator showing whether the borrower is a foreign 'guest worker' (fworker); and (ii) an indicator showing whether the borrower has a phone line registered under their name (phone). The logit regression of borrower status on the two indicators, over the full sample of observations, is given by:

\[
\hat{Pr}(\text{status} = 1) = \Lambda(0.7351 + 1.3360 \times \text{fworker} + 0.1923 \times \text{phone}).
\]

(0.5349) (0.1423)

The empirical AUC associated with the estimated model is 0.5436, but part of this figure is due to in-sample overfitting. To evaluate classification performance without this effect, one can conduct out-of-sample inference, i.e., partition the full data set into a training sample of, say, size 500 and an evaluation sample of size 500. As demonstrated in Section 5.2, the
traditional asymptotic normality result (4) applies to the empirical AUC computed over the evaluation sample. A problem with testing $H_0 : \text{AUC} = 1/2$ this way is that if power is low, the result may depend on the exact sample split used. Indeed, if one conducts a one-sided 5% test based on (4) using 1000 randomly chosen 50-50 sample splits, then $H_0$ is rejected about 51% of the time. Conducting 2-fold cross validation raises the rejection rate to 66%, but the overall conclusion is still ambiguous.

Our theory allows for the proper handling of the pre-estimation effect without the need to split the sample. In the situation at hand, the simulated 5% critical value for $\sqrt{n}(\varepsilon AUC_\beta - 1/2)$ is equal to 1.201, translating into a $0.5 + 1.201/\sqrt{1000} = 0.5380$ critical value for AUC itself. As the full sample empirical AUC exceeds this value, we conclude that the model classifies better than pure chance (at the 5% significance level).

7 Conclusion

In this paper we are concerned with testing the null hypothesis that the area under a sample ROC curve is 1/2, which means that the underlying predictors do no better than chance in classifying the outcome. We have used analytical examples and Monte Carlo simulations to show that if the sample ROC curve is constructed from a model pre-estimated on the same data set, then, under the null: (i) the empirical AUC does not follow the normal limit distribution derived from conventional asymptotic theory; (ii) the traditional test of $H_0 : \text{AUC} = 1/2$ is severely oversized.

We have also stated completely novel analytical results on the asymptotic null distribution of the empirical AUC constructed from a first stage logit (or linear) regression model estimated over the same sample. These results assume binary regressors. While this is admittedly restrictive, we think that our results are of considerable theoretical interest. They provide a rare analytic characterization of overfitting, and constitute a first step toward a more general theory.

As for the practical relevance of the asymptotic results, we have shown that they can be used to conduct a fully in-sample test of the null hypothesis $H_0 : \text{AUC} = 1/2$, and hence help
avoid power losses entailed by out-of-sample evaluation strategies. These results motivate further research into the asymptotic distribution of the empirical AUC with pre-estimation. However, the general problem appears very challenging.

There are several related questions not addressed in this paper. While we characterize the asymptotic distribution of the empirical AUC analytically, critical values still need to be obtained by simulation. Simulation based inference methods can also be applied without exact knowledge of the asymptotic distribution, but care is required in the present setting. In one of the working papers on which this article is based, Hsu and Lieli (2015) show that the standard bootstrap, based on resampling from the empirical joint distribution of \((X,Y)\), is inconsistent for the asymptotic null distribution of the empirical AUC with pre-estimation. Nevertheless, if resampling is conducted explicitly under the null, i.e., one resamples from the marginal distribution of the outcome and the joint distribution of the predictors independently, then one can compute valid bootstrap p-values in the standard way (see the Tibshirani, Hall and Wilson (1992) exchange on bootstrap hypothesis tests). Comparing the power properties of fully in-sample analytical tests with the latter bootstrap procedure is a practically relevant exercise that is out of the scope of the present paper.

Finally, one could focus on establishing a connection between the joint significance of the coefficients in the first stage regression and the empirical AUC being significantly different from 1/2. Demler et al. (2011) provide a result of this type under joint normality of the predictors and a parametric estimator of AUC.
A. Appendix: Proofs

A.1 Three additional lemmas

We first collect three lemmas that we will use in subsequent proofs.

Consider an ROC curve constructed from a predictive index that can take on a finite number of values. We state a formula for computing the area under such an ROC curve.

**Lemma 4** Let \((F_0, T_0), (F_1, T_1), \ldots, (F_{K-1}, T_{K-1}), (F_K, T_K)\) be a set of points in the unit square \([0, 1] \times [0, 1]\) such that \(0 = F_0 \leq F_1 \leq \ldots \leq F_{K-1} \leq F_K = 1\) and \(0 = T_0 \leq T_1 \leq \ldots \leq T_{K-1} \leq T_K = 1\). Construct a curve by connecting these points by a straight line. The area under the curve can be computed as

\[
AUC = \sum_{k=1}^{K} \frac{T_k + T_{k-1}}{2} (F_k - F_{k-1}) = \frac{1}{2} + \frac{1}{2} \sum_{k=1}^{K-1} (F_{k+1}T_k - F_kT_{k+1}).
\]

**Proof:** The first formula is obtained by breaking up AUC into neighboring trapezoids and adding up their area. The second equality is algebra. The formulas stated in Lemma 4 are valid even if some of the points \((F_k, T_k)\) are not distinct. □

The next lemma states the joint distribution of the random variables \(\hat{P}(s), s \in S\).

**Lemma 5** Let \(s_1, \ldots, s_M\) be \(M \leq 2^d\) distinct points from \(S\). The random variables

\[
\sqrt{n}[\hat{P}(s_1) - P(s_1)], \ldots, \sqrt{n}[\hat{P}(s_M) - P(s_M)]
\]

are asymptotically jointly normal with mean zero and variance-covariance matrix \(V_P\) such that the \((i,j)\) element of \(V_P\) is given by

\[
V_P(k,l) = \begin{cases} 
P(s_k)[1 - P(s_k)]/\tau & \text{if } k = l \\
-P(s_k)P(s_l)/\tau & \text{if } k \neq l 
\end{cases}
\]

\(k,l = 1, \ldots, M\).

**Proof:** It is easy to show that \(\hat{P}(s)\) is asymptotically linear with influence function representation:

\[
\sqrt{n}[\hat{P}(s) - P(s)] = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left[ \frac{1(X_i = s)Y_i}{\tau} - P(s) - \frac{P(s)}{\tau}(Y_i - \tau) \right] + o_p(1)
\]

The result then follows from the multivariate central limit theorem for i.i.d. random vectors and direct calculation of the covariance between the influence functions of \(\hat{P}(s)\) and \(\hat{P}(s')\). □

**Remark** By symmetry, an analogous result holds for the random variables

\[
\sqrt{n}[\hat{Q}(s_1) - Q(s_1)], \ldots, \sqrt{n}[\hat{Q}(s_M) - Q(s_M)];
\]

(16)
the only difference is that the asymptotic variance $V_Q$ is constructed from $Q(s)$ instead of $P(s)$ and $\tau$ is replaced by $1 - \tau$. As $\hat{P}(s)$ and $\hat{Q}(s')$ are computed over non-overlapping subsamples, these statistics are independent for any $s, s' \in S$ and sample size $n$. The asymptotic distribution of all the random variables in (15) and (16) is therefore jointly normal with mean zero and a block-diagonal variance-covariance matrix with the diagonal blocks given by $V_P$ and $V_Q$.

The last lemma concerns the slope coefficients in a regression model with a binary dependent variable.

**Lemma 6** (a) Let $\beta$ denote the $d \times 1$ vector of slope coefficients from the linear projection of $Y$ on $X$ and a constant. Then:

\[
\beta = \tau(1 - \tau)\Sigma_X^{-1}[E(X \mid Y = 1) - E(X \mid Y = 0)]
\]

\[
= \tau(1 - \tau)\Sigma_X^{-1}
\begin{pmatrix}
\mathbb{P}(X_1 = 1 \mid Y = 1) - \mathbb{P}(X_1 = 1 \mid Y = 0) \\
\vdots \\
\mathbb{P}(X_d = 1 \mid Y = 1) - \mathbb{P}(X_d = 1 \mid Y = 0)
\end{pmatrix}
\]

(17)

(b) Let $\hat{\beta}_{OLS}$ denote the $d \times 1$ vector of slope coefficients from an OLS regression of $Y$ on $X$ and a constant. If $X$ and $Y$ are independent, then $\hat{\beta}_{OLS} = \hat{\beta} + o_p(n^{-1/2})$, where

\[
\hat{\beta} = \tau(1 - \tau)\Sigma_X^{-1}
\begin{pmatrix}
\sum_{s \in S: s_1 = 1} \hat{P}(s) - \sum_{s \in S: s_1 = 1} \hat{Q}(s) \\
\vdots \\
\sum_{s \in S: s_d = 1} \hat{P}(s) - \sum_{s \in S: s_d = 1} \hat{Q}(s)
\end{pmatrix}
\]

with $s_j$ denoting the $j$th component of $s$.

**Proof:** Part (a): The result follows from straightforward manipulations of standard linear projection formulas, taking into account that $Y \in \{0, 1\}$. Part (b): $\hat{\beta}_{OLS}$ can be written as the sample analog of equation (17); hence, $\hat{\beta} - \hat{\beta} = [\hat{\pi}(1 - \hat{\pi})\Sigma_X^{-1} - \tau(1 - \tau)\Sigma_X^{-1}] \times [\text{the matrix in equation (18)}]$. Under independence of $X$ and $Y$, the matrix in the first term is $o_p(1)$, and the latter is $O_p(n^{-1/2})$. Therefore, $\hat{\beta}_{OLS} - \hat{\beta} = o_p(1)O_p(n^{-1/2}) = o_p(n^{-1/2})$.

**A.2 Proofs of the results stated in the text**

**Lemma 1** First, because $Y$ is independent of $X$, we have $E(Y \mid X) = \mathbb{P}(Y = 1) = \alpha_0$ for some $\alpha_0 > 0$. This implies that $\text{plim} \hat{\alpha}_{OLS} = \alpha_0$ and $\text{plim} \hat{\beta}_{OLS} = 0$. Define $\alpha_{LO} = \text{plim} \hat{\alpha}_{ML}$ and $\beta_{LO} = \text{plim} \hat{\beta}_{ML}$. Given that $\mathbb{P}(Y = 1 \mid X) = \alpha_0 = \Lambda(\Lambda^{-1}(\alpha_{LO}))$, we have $\alpha_{LO} = \Lambda^{-1}(\alpha_0)$ and $\beta_{LO} = 0$.

Next, by standard maximum likelihood theory, the score function for the logit model is

\[
s_{LO,i} = \frac{\lambda'(\alpha_{LO})}{\lambda(\alpha_{LO})(1 - \lambda(\alpha_{LO}))}(1, X_i')'(Y_i - \alpha_0) = \frac{\lambda'(\alpha_{LO})}{\alpha_0(1 - \alpha_0)}(1, X_i')'(Y_i - \alpha_0);
\]

35
see, e.g., Wooldridge (2010, Ch. 13). Define \( A_{LO} = E[s_{LO}s'_{LO}] \). We have
\[
A_{LO} = \frac{(N'(\alpha_{LO}))^2}{\alpha_0(1-\alpha_0)} E[(1, X'_i) \cdot (1, X'_i)].
\]
Therefore, the influence function representation for \((\hat{\alpha}_{LO}, \hat{\beta}'_{LO})\) is
\[
(\hat{\alpha}_{LO} - \alpha_{LO}, \hat{\beta}'_{LO})' = A_{LO}^{-1} \frac{1}{n} \sum_{i=1}^{n} \frac{N'(\alpha_{LO})}{\alpha_0(1-\alpha_0)} (1, X'_i)'(Y_i - \alpha_0) + o_p(n^{-1/2})
\]
\[
= \frac{1}{n} A'_{LO} \frac{1}{n} \sum_{i=1}^{n} E[(1, X'_i)'(1, X'_i)]^{-1}(1, X'_i)'(Y_i - \alpha_0) + o_p(n^{-1/2}).
\]
For the OLS case, the influence function representation is
\[
(\hat{\alpha}_{OLS} - \alpha_{OLS}, \hat{\beta}'_{OLS})' = \frac{1}{n} \sum_{i=1}^{n} E[(1, X'_i)'(1, X'_i)]^{-1}(1, X'_i)'(Y_i - \alpha_0) + o_p(n^{-1/2}).
\]
Therefore, Lemma 1 holds by taking \( C = 1/A'(\alpha_{LO}) \).

**Equation (8)** First, recall that \( eAUC_X = 1/2 + (\bar{X}_1 - \bar{X}_0)/2 \) and
\[
\hat{\beta}_{OLS} = \frac{\bar{Y}(1 - \bar{Y})(\bar{X}_1 - \bar{X}_0)}{\text{Var}(X)},
\]
so \( \text{sign}(\hat{\beta}_{OLS}) = \text{sign}(eAUC_X - 1/2) \). Note that \( \sqrt{n}(\hat{\beta}_{OLS}) \overset{d}{\sim} N(0, \sigma^2) \) for some \( \sigma^2 > 0 \). By Lemma 1,
\[
\sqrt{n}\hat{\beta} = C\sqrt{n}\hat{\beta}_{OLS} + A_n
\]
where \( A_n = o_p(1) \). For any \( \epsilon > 0 \),
\[
\mathbb{P}(\text{sign}(\hat{\beta}_{OLS}) \neq \text{sign}(\hat{\beta}))
\leq \mathbb{P}(\sqrt{n}|C\hat{\beta}_{OLS}| \leq \epsilon) + \mathbb{P}(|A_n| \geq \epsilon)
\rightarrow \Phi(\epsilon/C\sigma) - \Phi(-\epsilon/C\sigma) + 0.
\]
where \( \Phi \) denotes the distribution function of a standard normal. Note that \( \epsilon \) is arbitrary, so when we pass \( \epsilon \) to zero, we get \( \mathbb{P}(\text{sign}(\hat{\beta}_{OLS}) \neq \text{sign}(\hat{\beta})) \rightarrow 0 \) because \( \Phi(\epsilon/C\sigma) - \Phi(-\epsilon/C\sigma) \rightarrow 0 \). This shows (8).

**Proposition 1** We will apply the multivariate delta method to derive the asymptotic joint distribution of \( eAUC_b \) and \( \hat{\beta} \) for \( b \in \mathbb{R}^d \) with the GI property. We can use Lemma 4 and equation (11) to write \( AUC_b = g_0(P_1, \ldots, P_{K-1}, Q_1, \ldots, Q_{K-1}) \), where the definition of the function \( g_0 \) is stated just before Proposition 1. Clearly, the sample analog area, \( eAUC_b \), is given by
\[
eAUC_b = g_0(\hat{P}_1, \ldots, \hat{P}_{K-1}, \hat{Q}_1, \ldots, \hat{Q}_{K-1}),
\]
where \( \hat{P}_k = \hat{P}(s_{(k)}) \) and \( \hat{Q}_k = \hat{Q}(s_{(k)}) \).
Let \( \beta \) denote the \( d \times 1 \) vector of slope coefficients from the linear projection of \( Y \) on \( X \) and a constant. By Lemma 6 part (a), we can write \( \beta = g_1(P_1, \ldots, P_{K-1}, Q_1, \ldots, Q_{K-1}) \), where the definition of the function \( g_1 \) is stated just before Proposition 1. We can further write

\[
\hat{\beta} = g_1(\hat{P}_1, \ldots, \hat{P}_{K-1}, \hat{Q}_1, \ldots, \hat{Q}_{K-1}),
\]

where \( \hat{\beta} \) is defined in Lemma 6 part (b).

By Lemma 5 and the subsequent remark,

\[
\begin{pmatrix}
P_1 - \hat{P}_1 \\
\vdots \\
P_{K-1} - \hat{P}_{K-1} \\
\hat{Q}_1 - Q_1 \\
\vdots \\
\hat{Q}_{K-1} - Q_{K-1}
\end{pmatrix}
\frac{1}{\sqrt{n}} \xrightarrow{d} N \left( 0_{2(K-1) \times 1}, \begin{pmatrix} V_P & 0 \\ 0 & V_Q \end{pmatrix} \right),
\]

(19)

where the \( (K-1) \times (K-1) \) matrices \( V_P \) and \( V_Q \) are constructed from the points \( s_{(1)}, s_{(2)}, \ldots, s_{(K-1)} \) as in Lemma 5. Let \( g = (g_0, g_1)' \), a map from \( \mathbb{R}^{2(K-1)} \) to \( \mathbb{R}^{1+d} \). We can write

\[
\sqrt{n} \begin{pmatrix} eAUC_b - AUC_b_n \beta - \beta \end{pmatrix} = \sqrt{n}[g(\hat{P}_1, \ldots, \hat{P}_{K-1}, \hat{Q}_1, \ldots, \hat{Q}_{K-1}) - g(P_1, \ldots, P_{K-1}, Q_1, \ldots, Q_{K-1})].
\]

Then, by equation (19) and the multivariate delta method (e.g., DasGupta 2008, Thm. 3.7),

\[
\sqrt{n} \begin{pmatrix} eAUC_b - AUC_b_n \beta - \beta \end{pmatrix} \xrightarrow{d} N \left( 0_{(1+d) \times 1}, \nabla g \begin{pmatrix} V_P & 0 \\ 0 & V_Q \end{pmatrix} \nabla g' \right),
\]

(20)

where \( \nabla g \) is the \((1+d) \times 2(K-1)\) matrix with rows given by the gradients of the components of \( g \), evaluated at the point \((P_1, \ldots, P_{K-1}, Q_1, \ldots, Q_{K-1})\). Result (13) follows by imposing the null \( \beta = 0, \tau V_P = (1-\tau)V_Q = V \), and observing that by Lemma 1 and Lemma 6(b), \( \hat{\beta} = C\hat{\beta}_{OLS} + o_p(n^{-1/2}) = C\beta + o_p(n^{-1/2}) \) under the null. Note: Result (20) is valid without imposing independence; nevertheless, it is only under the null that \( \hat{\beta}, \hat{\beta}_{OLS} \) and \( \hat{\beta} \) are asymptotically equivalent. \( \blacksquare \)

**Proposition 2** The proof is given in the text; see the paragraph preceding Proposition 2 and the remark following it. \( \blacksquare \)

**Lemma 3** We will show how to calculate \( \nabla g = (\nabla g_0, \nabla g_1)' \) in general.

Fix \( k \in \{1, \ldots, K-1\} \). Equation (11) shows that \( AUC_b \) depends on \( P_k \) only through \( T_k, \ldots, T_{K-1} \), so by the chain rule

\[
\frac{\partial AUC_b}{\partial P_k} = \frac{\partial AUC_b}{\partial T_k} \frac{\partial T_k}{\partial P_k} + \frac{\partial AUC_b}{\partial T_{k+1}} \frac{\partial T_{k+1}}{\partial P_k} + \ldots + \frac{\partial AUC_b}{\partial T_{K-1}} \frac{\partial T_{K-1}}{\partial P_k}, \quad k = 1, \ldots, K-1.
\]
Equation (11) also shows that \( \partial T_j / \partial P_k = 1 \) for \( j \geq k \) so that

\[
\frac{\partial AUC_b}{\partial P_k} = \frac{\partial AUC_b}{\partial T_k} + \frac{\partial AUC_b}{\partial T_{k+1}} + \ldots + \frac{\partial AUC_b}{\partial T_{K-1}}, \quad k = 1, \ldots, K - 1.
\]

Using the definition of \( g_0 \), it is straightforward to verify that

\[
\frac{\partial AUC_b}{\partial T_k} = \frac{1}{2} (F_{k+1} - F_{k-1}),
\]

yielding

\[
\frac{\partial AUC_b}{\partial P_k} = \frac{1}{2} \sum_{j=k}^{K-1} (F_{j+1} - F_{j-1}), \quad k = 1, \ldots, K - 1.
\]

A similar argument shows that

\[
\frac{\partial AUC_b}{\partial Q_k} = -\frac{1}{2} \sum_{j=k}^{K-1} (T_{j+1} - T_{j-1}), \quad k = 1, \ldots, K - 1.
\]

Arranging these partial derivatives in a row vector in the appropriate order and substituting equation (11) gives \( \nabla g_0 \).

Turning to \( \nabla g_1 \), first observe that \( \tau (1 - \tau) \Sigma_X^{-1} \) does not depend on \( P_1, \ldots, P_{K-1}, Q_1, \ldots, Q_{K-1} \). Therefore, by the linearity of the derivative operator,

\[
\nabla g_1 = \tau (1 - \tau) \Sigma_X^{-1} \begin{pmatrix}
\nabla \left[ \sum_{j=1}^{K} P_j s^{(j),1} - \sum_{j=1}^{K} Q_j s^{(j),1} \right] \\
\vdots \\
\nabla \left[ \sum_{j=1}^{K} P_j s^{(j),d} - \sum_{j=1}^{K} Q_j s^{(j),d} \right]
\end{pmatrix}.
\]

Let \( k \in \{1, \ldots, K - 1\} \). It is clear that, say,

\[
\frac{\partial}{\partial P_k} \left[ \sum_{j=1}^{K} P_j s^{(j),1} - \sum_{j=1}^{K} Q_j s^{(j),1} \right] = s^{(k),1} - s^{(k),1},
\]

because \( P_K = 1 - P_1 - \ldots - P_{K-1} \). The rest of the derivatives are computed similarly.

Specializing to the case \( d = 2 \) (\( K = 4 \)) gives

\[
\nabla g_0 = \frac{1}{2} \left[ 1 + Q_2 + Q_3, 1 - Q_1 + Q_3, 1 - Q_1 - Q_2, -(1 + P_2 + P_3), -(1 - P_1 + P_3), -(1 - P_1 - P_2) \right]
\]

and

\[
\nabla g_1 = \tau (1 - \tau) \Sigma_X^{-1} \times \begin{pmatrix}
\quad s^{(1),1} - s^{(4),1} & s^{(2),1} - s^{(4),1} & s^{(3),1} - s^{(4),1} & s^{(4),1} - s^{(1),1} & s^{(4),1} - s^{(2),1} & s^{(4),1} - s^{(3),1} \\
\quad s^{(1),2} - s^{(4),2} & s^{(2),2} - s^{(4),2} & s^{(3),2} - s^{(4),2} & s^{(4),2} - s^{(1),2} & s^{(4),2} - s^{(2),2} & s^{(4),2} - s^{(3),2}
\end{pmatrix}.
\]

Stacking these matrices gives the formula stated in Lemma 3(a).

Specializing to the case \( d = 3 \) (\( K = 8 \)), and using the ordering given in part (b) of Lemma 3 gives the formula stated in Appendix B.
Proposition 3  Let $\hat{\beta} = (\hat{\beta}_{LO,1}, \hat{\beta}_{LO,2})$ denote the vector of slope coefficients from a logit regression of $Y$ on $X_1, X_2$. For notational simplicity, we will suppress the subscript $LO$ in the following. Suppose that $\hat{\beta}_1 > \hat{\beta}_2 > 0$. Clearly, the index $X^i\hat{\beta}$ attains its largest value when $X = (1, 1)$ so that $s_{(1)} = (1, 1)$. The second largest value is attained for $X = (1, 0)$ so that $s_{(2)} = (1, 0)$. Similarly, $s_{(3)} = (0, 1)$ and $s_{(4)} = (0, 0)$. In short, the condition $\hat{\beta}_1 > \hat{\beta}_2 > 0$ completely determines the ordering $s_{(1)} \ldots s_{(4)}$, and gives Ordering 1 in particular. Therefore, the conditional distribution of $eAUC_\beta$ given $\hat{\beta}_1 > \hat{\beta}_2 > 0$ is the same as the conditional distribution of $eAUC_\beta$ given $\hat{\beta}_1 > \hat{\beta}_2 > 0$ for, say, $b = (2, 1)$. We can use Proposition 1 to characterize the latter distribution under the null.

Specifically, define $V_1^*$ as in Proposition 3, let $(A_0, A_1, A_2) \sim N(0, V^*_1)$, and take, say, $b = (2, 1)$. Proposition 1 then implies

$$
P[\sqrt{n}(eAUC_\beta - 1/2) \leq z \mid \hat{\beta}_1 > \hat{\beta}_2 > 0] = \frac{n}{P[A_0 \leq z \mid A_1 > A_2 > 0].}
$$

In addition to the case considered above, call it Case 1, there are potentially seven more, mutually exclusive and exhaustive, cases to consider. The complete list of cases is:

Case 1: $\hat{\beta}_1 > \hat{\beta}_2 > 0$, order $s_{(1)} = (1, 1), s_{(2)} = (1, 0), s_{(3)} = (0, 1), s_{(4)} = (0, 0)$;

Case 2: $\hat{\beta}_2 > \hat{\beta}_1 > 0$, order $s_{(1)} = (1, 1), s_{(2)} = (0, 1), s_{(3)} = (1, 0), s_{(4)} = (0, 0)$;

Case 3: $\hat{\beta}_1 > 0 > \hat{\beta}_2$, order $s_{(1)} = (1, 0), s_{(2)} = (1, 1), s_{(3)} = (0, 0), s_{(4)} = (0, 1)$;

Case 4: $\hat{\beta}_1 > 0 > \hat{\beta}_2$, order $s_{(1)} = (1, 0), s_{(2)} = (0, 0), s_{(3)} = (1, 1), s_{(4)} = (0, 1)$;

Case 5: $\hat{\beta}_2 > 0 > \hat{\beta}_1$, order $s_{(1)} = (1, 0), s_{(2)} = (1, 1), s_{(3)} = (0, 0), s_{(4)} = (1, 0)$;

Case 6: $\hat{\beta}_2 > 0 > \hat{\beta}_1$, order $s_{(1)} = (0, 1), s_{(2)} = (0, 0), s_{(3)} = (1, 1), s_{(4)} = (1, 0)$;

Case 7: $0 > \hat{\beta}_1 > \hat{\beta}_2$, order $s_{(1)} = (0, 0), s_{(2)} = (1, 0), s_{(3)} = (0, 1), s_{(4)} = (1, 1)$;

Case 8: $0 > \hat{\beta}_2 > \hat{\beta}_1$, order $s_{(1)} = (0, 0), s_{(2)} = (0, 1), s_{(3)} = (1, 0), s_{(4)} = (1, 1)$.

Any other ordering of $S$ is unfeasible in that there is no $b$ with the GI property that generates it.

Note that one needs to distinguish between Case 1 and 2 because $X_1$ and $X_2$ are correlated Bernoulli random variables and are not generally exchangeable. Furthermore, one needs to distinguish between, say, Case 3 and Case 4 because the condition $\hat{\beta}_1 > 0 > \hat{\beta}_2$ does not uniquely pin down the ordering of the points in $S$. Nevertheless, we will argue that it is still sufficient to consider the first four cases; in particular,

Case 1 $\Leftrightarrow$ Case 8,  Case 2 $\Leftrightarrow$ Case 7,  Case 3 $\Leftrightarrow$ Case 6,  Case 4 $\Leftrightarrow$ Case 5,

in the sense that the conditional distribution of $eAUC_\beta$ given $\{\hat{\beta} \in $Case $i\}$ does not differ across equivalent cases. This will allow us to combine the corresponding orderings in Proposition 2.

\[16\] Exchanging $X_1$ and $X_2$ generally changes the asymptotic joint distribution stated in (13).
To see the stated equivalences, let \( Y' = 1 - Y \) and consider replacing \( Y \) with \( Y' \). Quantities computed using the transformed data are denoted by a prime superscript. Take, say, Case 1 and Case 8. Clearly, \( \hat{\beta} \in \text{Case 1 iff } \hat{\beta}' \in \text{Case 8 as } \hat{\beta}' = -\hat{\beta} \). We further observe the following facts:

**Fact 1:** \( eAUC_b = eAUC_{-b} \) for any \( b \). This follows as the decision rules \( \hat{Y} = 1(X'b > c) \) and \( \hat{Y}' = 1(-X'b > c) \) induce the same ROC curve.

**Fact 2:** \( (eAUC_b, \hat{\beta}) \sim (eAUC_b', \hat{\beta}') \) for any fixed \( b \) with \( b_1 > b_2 > 0 \). The asymptotic null distribution given in equation (13) depends on the joint distribution of \( (Y, X) \) only through the joint distribution of \( X \) and \( \tau = P(Y = 1) \). The relabeling of the outcome interchanges the role of \( \tau \) and \( 1 - \tau \) in the definition of \( V_1^* \). It is easy to check that this reversal does not change the matrix \( V_1^* \) itself, hence the limit distribution.

By Fact 2, \( (eAUC_b\mid \hat{\beta} \in \text{Case 1}) \sim (eAUC_b\mid \hat{\beta} \in \text{Case 1}) \) for any \( b \) with \( b_1 > b_2 > 0 \). By the relationship between \( \hat{\beta}' \) and \( \hat{\beta} \) and Fact 1, \( (eAUC_{-b}\mid \hat{\beta} \in \text{Case 8}) \sim (eAUC_b\mid \hat{\beta} \in \text{Case 1}) \). Equivalently, \( (eAUC_{-b}\mid \hat{\beta} \in \text{Case 8}) \sim (eAUC_b\mid \hat{\beta} \in \text{Case 1}) \), which is what we wanted to show. It is also clear that Case 1 and Case 8 have the same probability, because the asymptotic distribution of \( \hat{\beta} \) is symmetric about the origin, even if \( X_1 \) and \( X_2 \) are correlated. The remaining equivalencies can be argued similarly.

We can now combine Cases 1 through 8 using Proposition 2, taking the stated equivalencies into account. This gives the limit distribution stated in Proposition 3.
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